Online Change Point Detection for Random Dot Product Graphs
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Abstract—Given a sequence of random graphs, we address the problem of online monitoring and detection of changes in the underlying data distribution. To this end, we adopt the Random Dot Product Graph (RDPG) model which postulates each node has an associated latent vector, and inner products between these vectors dictate the edge formation probabilities. Existing approaches for graph change-point detection (CPD) rely either on extensive computation, or they store and process the entire observed time series. In this paper we consider the cumulative sum of a judicious monitoring function, which quantifies the discrepancy between the streaming graph observations and the nominal model. This reference distribution is inferred via spectral embeddings of the first few graphs in the sequence, and the monitoring function can be updated in an efficient, online fashion. We characterize the distribution of this running statistic, allowing us to select appropriate thresholding parameters that guarantee error-rate control. The end result is a lightweight online CPD algorithm, with a proven capability to flag distribution shifts in the arriving graphs. The novel method is tested on both synthetic and real network data, corroborating its effectiveness in quickly detecting changes in the input graph sequence.

Index Terms—Online change-point detection, graph representation learning, node embeddings.

I. INTRODUCTION

Online (or sequential) change-point detection (CPD) is the problem of deciding whether (and if so when) the generating process underlying an observed data stream has changed. This is a classic statistical signal processing problem that can be traced back to the seminal work of Page [1], where, in the context of quality control, sought to detect a change on the distribution of an univariate random variable (r.v.). The challenge is to flag a problem (in order to take corrective actions) as soon as it happens, while controlling the probability of false alarm. Unlike the offline or batch case (see e.g., [2]), here we do not have access to the full data sequence (which may actually be infinitely long).

Given the ubiquity of datasets that are generated in a streaming fashion, online CPD is a timely research area with applications to sensor networks [3], financial markets [4], or social networks [5], [6]. As these examples suggest, data are increasingly high-dimensional and possibly non-Euclidean. Indeed, here we will consider network data streams in the form of graph sequences. In a nutshell, given an incoming sequence of random (unweighted and undirected) graphs, we would like to signal if and when the data generating process changes.

Related work. To address this problem, a non-parametric approach was developed in [7], where the only requirement is to define a pairwise distance between samples (e.g., the Frobenius distance between adjacency matrices is adopted in the case of graphs). Then, a k-nearest-neighbors-based statistic is calculated sequentially using the incoming data. As we argue in the comparisons of Sec. IV, said distance is prone to overlooking simple changes that generative models easily capture. Noteworthy model-based efforts include [5], which considered the Generalized Hierarchical Random Graph (GHRG) model as generating mechanism. A computationally expensive posterior Bayes factor is calculated for all partitions of the data over a sliding window. If this value exceeds a certain threshold (estimated by means of bootstrapping) a change-point is declared. The work in [8] is somewhat more general, as it considers the workhorse Stochastic Block Model (SBM). The distribution of two so-termed scan statistics is derived for certain particular cases and used to signal a change on the graph sequence.

Going beyond the SBM model, the recent work [9] considers an inhomogeneous Bernoulli graph; whereby the existence of an edge between a pair of nodes \((i, j)\) is a Bernoulli random variable with probability \(p_{ij}\), independent of the rest of the pairs. At every timestep, two statistics are computed for a logarithmic grid of previous instants to check whether they exceed a certain threshold. Evaluating these statistics necessitates computing the eigen-decomposition of an \(n \times n\) matrix (where \(n\) is the number of nodes in the graph). In addition to being computationally intensive, the algorithm in [9] needs to store all historical data in memory, which may pose a major hurdle even when graphs are of moderate size. In any case, the procedure comes with solid theoretical guarantees in the form of detection delay, average run length and a mini-max lower bound.

Proposed approach and contributions. Here we resort to the Random Dot Product Graph (RDPG) model, a particular but very versatile case of the inhomogeneous Bernoulli graph [10], [11]. In RDPGs each node has an associated latent vector in \(\mathbb{R}^d\), and \(p_{ij}\) is simply the inner product between the corresponding vectors. As we discuss in Sec. II, RDPGs capture phenomena commonly encountered with real-world graphs.
(e.g., statistical dependencies among edges) and subsume the SBM as a special case; they are interpretable while still being amenable to analysis [11].

Building on [12], we will assume a historical dataset with no change-points is available, from which we estimate the latent vectors in an offline training phase. As new data arrive in a streaming fashion, the novel online CPD algorithm (Sec. III) recursively updates a monitoring function statistic (whose distribution we characterize analytically). In addition to providing theoretical guarantees on the false alarm rate of the resulting online CPD scheme, an attractive feature is its limited memory footprint – we need to store a single $n \times n$ matrix in memory (in addition to the estimated latent vectors, naturally). Moreover, the resulting lightweight statistic updates are an order-of-magnitude more efficient than those based on repeated eigen-decompositions. Numerical tests in Sec. IV corroborate the effectiveness of the proposed online CPD method, using both simulated and real network datasets.

II. PRELIMINARIES AND PROBLEM STATEMENT

Here we introduce the necessary background on RDPG modeling and inference. We then state the online CPD problem where the streaming graphs are modeled as RDPGs.

A. Random dot product graphs

Consider an unweighted and undirected graph $G = (V, E)$, with nodes $V = \{1, \ldots, n\}$ and edges $E \subseteq V \times V$. In the RDPG model each node $i \in V$ has an associated column vector $x_i \in \mathcal{X} \subset \mathbb{R}^d$, and edge $(i, j)$ exists with probability $x_i^\top x_j$ (a particular case of the latent space model [13]). Note that the set $\mathcal{X}$ of possible $x_i$ is such that $x_i^\top y \in [0, 1], \forall x_i, y \in \mathcal{X}$. In general, vectors $x_i$ may be random, drawn from a distribution in $\mathcal{X}$.

Thus, letting $A \in \{0, 1\}^{n \times n}$ be the random symmetric adjacency matrix of $G$ and $X = [x_1, \ldots, x_n]^\top \in \mathbb{R}^{n \times d}$ the matrix of latent vertex positions, the RDPG model specifies

$$P(A | X) = \prod_{i<j} (x_i^\top x_j)^{A_{ij}} (1 - x_i^\top x_j)^{1-A_{ij}}.$$ (1)

That is, given $X$, edges are conditionally independent with $A_{ij} \sim \text{Ber}(x_i^\top x_j)$. The RDPG model is a tractable yet expressive family of random graphs that subsume Erdős-Rényi (ER) and SBM ensembles as particular cases. Indeed, if $x_i = \sqrt{p} \ \forall i$, we obtain an ER graph with edge probability $p$. An SBM with $M$ communities may be generated by restricting $X$ to having only (at most) $M$ different columns (i.e. $|\mathcal{X}| = M$); see also [11] for additional examples.

B. Inference on RDPG

Given a graph stemming from an RDPG with adjacency matrix $A$, we now discuss how to estimate the matrix $X$ of latent vertex positions. In lieu of a maximum-likelihood estimator that is intractable beyond toy graphs, the key intuition is that $A$ is a noisy observation of

$$P = XX^\top,$$ (2)

the matrix of edge probabilities $p_{ij}$, since $E [A | X] = P$. It is thus natural to adopt the estimator

$$\hat{X} = \arg \min_{X} \|A - XX^\top\|_F^2, \text{ s. to rank}(X) = d.$$ (3)

The solution to (3) is readily given by

$$\hat{X} = QA\Lambda^{1/2},$$ (4)

where $A = QAQ^\top$ is the spectral decomposition of $A$, $\Lambda \in \mathbb{R}^{d \times d}$ is a diagonal matrix with the $d$ largest eigenvalues of $A$, and $Q \in \mathbb{R}^{n \times d}$ are the corresponding $d$ dominant eigenvectors. We are assuming that $A$ has only non-negative values, a limitation that may be easily circumvented [14]. The constraint $\text{diag}(XX^\top) = 0$ can be handled as well [15]. In practice, $d$ is likely unknown but can be estimated by looking for “elbows” on the so-called eigenvalue scree plot [16]. Estimator (4) is known as the Adjacency Spectral Embedding (ASE), which is asymptotically normal and approaches $X$ as $n \rightarrow \infty$ provided the true $d$ is chosen [11].

The RDPG model is invariant to rotations in $X$. To see this, consider an orthogonal matrix $W \in \mathbb{R}^{d \times d}$, and note that the rotated vectors $XW$ will produce the same probability matrix as in (2). Hence, the estimator (4) is unbiased up to an unknown rotation matrix $W$, and the ambiguity should be accounted for when detecting changes on $G$’s distribution.

Consider now $A[1], \ldots, A[m]$ to be a sequence of $n \times n$ independent adjacency matrices, all adhering to an RDPG with latent position matrix $X \in \mathbb{R}^{n \times d}$, i.e., every graph in this sequence satisfies (1) for the same (but unknown) fixed matrix $X$. We define the mean adjacency matrix

$$\bar{A} = \frac{1}{m} \sum_{t=1}^m A[t],$$ (5)

and henceforth let $\bar{X}$ be the ASE decomposition of $\bar{A}$. Since $\bar{A}$ is also an unbiased estimator of $P$ and $\text{var}([A])_{ij} = \frac{1}{n^2}p_{ij}(1 - p_{ij})$, then the estimated latent positions will, when $n \rightarrow \infty$, follow a normal distribution with variance scaled by $\frac{1}{n^2}$ relative to the variance of the ASE obtained from a single graph [17].

C. Problem statement

Suppose we are given a batch sequence of $m$ graphs as in the previous paragraph, in which all matrices stem from the same RDPG model. We will refer to that sequence as the training data set, which is used in an offline initialization phase to estimate model parameters from the null model. Given a (possibly infinite) sequence of streaming adjacency matrices $A[m+1], A[m+2], \ldots$, we would like to detect at what time $t > m$ (if any) the null model described in (1) is no longer valid (i.e., drifts from the aforementioned RDPG model represent the alternative hypothesis). We tackle this CPD problem in an online fashion, meaning graph observations $\{A[m+k]\}_{k \geq 1}$ are sequentially and efficiently monitored as they are acquired, without having to store the whole time series. This way, the algorithm’s computational complexity and memory footprint does not grow with $k$. Another attractive feature is the possibility of detecting the change in (pseudo)
III. ONLINE CHANGE-POINT DETECTION

A. General algorithmic framework

We build on the so-called estimating function approach [12], [18], which we markedly broaden to accommodate network data. The central notion behind this online CPD method is to consider a monitoring function $H$ of each streaming graph $A[t]$, such that $E[H] = 0$ under the null hypothesis. If one monitors a cumulative sum of $H$, that quantity should remain small provided there are no changes in the underlying model. If there is a change however, then $E[H] \neq 0$ and we should observe a drift in the trend of the sum.

As proposed in [12], we first estimate the parameters of the underlying RDPG model using the training data set, i.e., we estimate the matrix $X$. The estimation should be carried out with an estimating function $G$, where the estimated parameter $\hat{X}$ is the solution to a system of equations of the form

$$\sum_{t=1}^{m} G(A[t], \hat{X}) = 0. \quad (6)$$

To define such a function for our problem, given the training data set we estimate $X$ as the ASE corresponding to $\bar{A}$ [cf. (5)]. Taking the derivative w.r.t. $X$ of the objective function in (3) (with $A \leftarrow \bar{A}$) and setting it to zero, we arrive at

$$\sum_{t=1}^{m} \left( \hat{X}X^T - A[t] \right) \hat{X} = 0,$$

suggesting the use of $G(A[t], \hat{X}) = \left( \hat{X}X^T - A[t] \right) \hat{X}$ as the estimating function. Accordingly, $G$ amounts to projecting the residual $\hat{X}X^T - A[t]$ onto $\hat{X}$.

In order to detect a change on the underlying model, we will track the cumulative sum of a monitoring function $H$ for both estimation and monitoring (i.e., $H = G$). In practice, this will be valid when $m$ and/or $n$ are large enough. Since for most applications this is not necessarily true, we will then extend the analysis for the imperfect case.

1) Perfect ASE estimation: In this case one has

$$h = \text{vec}(\text{triu}(P - A[t])), \quad \text{with } E[h] = 0.$$ 

The covariance matrix $\Sigma_H = E(hh^T)$ has null non-diagonal entries since the variables $a_{ij}$ are independent. The diagonal entries are $\frac{\alpha}{d} = p_{ij} = p_{ij}(1 - p_{ij})$. In short, $\Sigma_H$ is a diagonal matrix whose nonzero entries are $p_{l}(1 - p_{l}), l = 1, \ldots, r$, with $p_l$ denoting the entries of $\text{vec}(\text{triu}(P))$, i.e., a reindexing of $p_{ij}$.

**Proposition 1.** Under the perfect ASE estimation assumption, as $k \to \infty$ the test statistic sequence converges in distribution, namely

$$k^{-1} \Gamma[m, k] \xrightarrow{D} \sum_{l=1}^{r} p_l (1 - p_l) y_l^2, \quad (8)$$

where $\{y_l\}_{l=1}^{r}$ are i.i.d. standard Gaussian random variables.

**Proof.** Invoking the Central Limit Theorem (CLT), as $k \to \infty$ the distribution of $k^{-1/2} s[m, k]$ in (7) converges to a multivariate Gaussian distribution $\mathcal{N}(0, \Sigma_H)$, i.e., $k^{-1/2} s[m, k] \xrightarrow{D} (\Sigma_H)^{1/2} y$, where $y$ is a standard Gaussian random vector.

We have omitted the dependence of $h$ on $t$ and $\hat{X}$ for clarity.
Hence, \( k^{-1}\Gamma[m,k] \) also converges in distribution because
\( k^{-1}\Gamma[m,k] = (k^{-1/2}s[m,k])^{\top}k^{-1/2}s[m,k] \). Using the convergence of \( k^{-1/2}s[m,k] \) and the fact that \( \Sigma_H \) is a diagonal matrix whose nonzero entries are \( p_l(1-p_l) \), the desired result in (8) follows.

Since \( y_l \) is a standard Gaussian r.v. then \( y_l^2 \overset{D}{=} \chi_1^2 \), and also
\[
\mathbb{E} [\Gamma[m,k]] = k \sum_{l=1}^{r} p_l (1 - p_l),
\]
\[
\text{var} [\Gamma[m,k]] = 2k^2 \sum_{l=1}^{r} p_l^2 (1 - p_l)^2,
\]
where we have used that the \( \{y_l\}_{l=1} \) are mutually independent.

To control the variance of \( \Gamma \), the weighting function for the perfect ASE case can be chosen as \( \omega[k] = (rk)^{-1} \). The threshold \( c_0[k] \) is selected as the \((1-\alpha)\)-quantile of the distribution in (8) (after weighting with \( \omega[k] \)), which provides a type-I error of approximately \( \alpha \). Next, we show that in the presence of estimation errors the weighting function will have to be defined differently.

2) Imperfect ASE estimation: In this case, we write
\[
XX^\top - A[t] = XX^\top - A[t] + XX^\top - XX^\top,
\]
where \( X \) is the true latent positions matrix (cf. \( P = XX^\top \)). Defining the estimation error \( E = XX^\top - XX^\top \), then
\[
\tilde{h}(A[t], \tilde{X}) = \text{vec} \left( \text{triu} \left( XX^\top - A[t] \right) \right) + e,
\]
where \( e = \text{vec} \left( \text{triu} (E) \right) \). So the first term in (9) corresponds to a perfect ASE, while the second term captures the estimation error stemming from an imperfect reconstruction of \( P \). Note that after training, \( e \) is fixed and it does not depend on \( t \).

Again, invoking the CLT, the distribution of the cumulative sum \( s \) can be approximated by a multivariate Gaussian \( N(k\epsilon_k, k\Sigma_H) \). Standard calculations for the norm of a non-centered Gaussian vector allow us to approximate the distribution of \( \Gamma[m,k] \) by the distribution of the random variable
\[
\tilde{\Gamma} = k \sum_{l=1}^{r} p_l(1 - p_l)(y_l + b_l)^2,
\]
where \( \{y_l\}_{l=1} \) is an independent sequence of standard Gaussian random variables and \( \{b_l\}_{l=1} \) are the entries of vector \( b = \sqrt{k}\Sigma^{-1/2}_H \).

From (10), for large \( k \) we can compute the expected value and variance of \( \Gamma \) as in the perfect case. The difference is that each \( (y_l + b_l)^2 \) is distributed as a non-central \( \chi^2(1, b_l^2) \) distribution with one degree of freedom and parameter \( b_l^2 = \frac{k}{p_l(1 - p_l)}e_l^2 \) (as before, \( \{e_l\}_{l=1} \) denote the entries of vector \( e \)). Hence,
\[
\mathbb{E} [\Gamma[m,k]] = k^2\|e\|_2^2 + k \sum_{l=1}^{r} p_l (1 - p_l) = k^2\|e\|_2^2 + k\|\sigma\|_1,
\]
\[
\text{var} [\Gamma[m,k]] = 4k^3 \sum_{l=1}^{r} p_l (1 - p_l)e_l^2 + 2k^2 \sum_{l=1}^{r} p_l^2 (1 - p_l)^2
\]
\[
= 4k^3\sigma^T e^2 + 2k^2\|\sigma\|_2^2,
\]
where for notational convenience we defined the auxiliary vector \( \sigma \) with entries \( \{p_l(1 - p_l)\}_{l=1} \) and \( e^2 \) denotes the entrywise square of \( e \). The preceding arguments suffice to establish the following result on the convergence of \( \Gamma[m,k] \).

Proposition 2. In the general case, as \( k \to \infty \) the test statistic sequence converges in distribution, namely
\[
\frac{\Gamma[m,k] - k\|e\|_2^2 - k\|\sigma\|_1}{\sqrt{4k^3\sigma^T e^2 + 2k^2\|\sigma\|_2^2}} \rightarrow y,
\]
where \( y \) is a standard Gaussian random variable.

Appropriately, we need to choose \( \omega[k] = (rk^{3/2})^{-1} \) to control the variance of the weighted statistic. The threshold \( c_0[k] \) is set as the \((1-\alpha)\)-quantile of the generalized chi-squared distribution defined in (10) after weighting. Since its cumulative distribution function has a complex form which would require numerical integration, in practice one could simply use the mean plus three standard deviations to obtain a type-I error of approximately \( \alpha = 0.01 \).

C. Implementation details

The above procedure requires prior knowledge on the values of \( P \) and \( e \) in order to set the threshold \( c_0[k] \). In most applications these values are not known, so it is necessary to estimate them. To that end, we use the training set.

For \( P \) we simply use the estimate \( \hat{P} = XX^\top \), i.e. we estimate \( P \) using the ASE of \( A \) in (5), computed over the training set. To estimate \( E \) (and subsequently \( e \)) we perform “leave-one-out” passes over the training set: we randomly select an index \( j \) in \( 1, \ldots, m \) and compute the ASE of \( A[j] \) and of
\[
\hat{A}_{(-j)} = \frac{1}{m-1} \sum_{t \neq j} A[t],
\]
the mean adjacency matrix over the left-out samples. Because
\[

\text{var} \left[ X_jX_j^\top - \hat{P} \right] = \text{var} \left[ X_jX_j^\top - \bar{P} \right] / (m-1),
\]
with \( X_j \) and \( \bar{X}_j \) the ASE of \( A_{(-j)} \) and \( A[j] \), respectively [17], we compute
\[
E_j = \frac{X_jX_j^\top - \bar{X}_j\bar{X}_j^\top}{\sqrt{m-1}},
\]
a fixed number of times, obtain a set of values \( E_j \), and estimate a “worst-case” \( \hat{E} \) via the 0.99-quantile of this set.

IV. Numerical tests

A. Simulated data

A usual problem in networks is to detect when communities arise. So, we first test the proposed online CPD method by generating a sequence of ER graphs with \( n = 100 \) nodes and connection probability \( p = 0.3 \). After \( t^* = 120 \), the model shifts to a two-block SBM with 50 nodes in each community and connection probability 0.275 for nodes in the same community and 0.325 for nodes in different blocks. We use the first \( m = 100 \) graphs as the training set, and the value of \( d \) is automatically chosen (via scree plot) by
the graspolologic library used to obtain the ASE. Note that since the index \( k \) in \( \Gamma[m, k] \) measures how much time has elapsed since monitoring started, the change-point is at \( k^* = 20 \).

Figure 1 shows the results for that scenario. We show two thresholds: the 0.99 quantile of the estimated distribution (i.e., the distribution given by (10) but with \( \hat{e} \) instead of \( e \)) and the estimated mean plus three standard deviations. As we can see, the difference between those two thresholds is small, so the latter is preferred due to its reduced complexity. Using that threshold a change-point is declared at \( k = 48 \) (or \( t = 148 \)), so our algorithm is identifying the change in the model. The detection delay can be explained if we look at the estimated mean: since we are estimating the error \( E \) as the 0.99-quantile over the training set, we obtain an estimate that is always greater than the true value. Also, there is an inertia effect associated with monitoring the cumulative sum (7), so the drift in \( \Gamma[m, k] \) will not be noticed immediately; see also the discussion in Sec. V.

Comparison with [7]. Had we adopted the approach proposed in [7] (monitoring the distance induced by the Frobenius norm of the adjacency matrices), we would have missed the change altogether. Indeed, if \( A, B \in \mathbb{R}^{n \times n} \) are adjacency matrices of two ER graphs with connection probability \( p \), then

\[
E \left[ \|A - B\|_F^2 \right] = (n^2 - n)2p(1 - p),
\]

since all entries \( A_{ij} \) and \( B_{ij} \) are \( \text{Ber}(p) \) r.v.s. Thus \( \|A - B\|_F^2 \approx 2p(1 - p)n^2 \) if \( n \) is sufficiently large. Suppose now that \( C \) and \( D \) are two adjacency matrices from a two-block SBM, where each community has \( n/2 \) nodes and the connection probabilities are \( q_1 \) for nodes in the same cluster and \( q_2 \) for nodes in different communities. Then the connection probability matrix for \( C \) and \( D \) is

\[
P_{SBM} = \begin{pmatrix} Q_1 & Q_2 \\ Q_2 & Q_1 \end{pmatrix},
\]

where \( Q_1 = q_1(J_{n/2} - I_{n/2}) \) and \( Q_2 = q_2J_{n/2} \), with \( J_n \) denoting the \( m \times m \) all-ones matrix and \( I_n \) the identity matrix of size \( m \). So those matrices have \( n^2/2 \) entries whose expected value is \( q_2 \) and \((n/2 - 1)n \approx n^2/2 \) entries whose expected value is \( q_1 \). All in all, similarly to the ER case we have

\[
\|C - D\|_F^2 \approx n^2 \left( q_1 + q_2 - q_2^2 \right),
\]

\[
\|A - C\|_F^2 \approx n^2 \left( p - p(q_1 + q_2) + \frac{q_1 + q_2}{2} \right).
\]

If we choose \( q_1 \) and \( q_2 \) such that \( q_1 + q_2 = 2p \), then we obtain

\[
\|A - B\|_F^2 \approx \|A - C\|_F^2.
\]

In other words, the distance between an observation before the change (A) and an observation after the change (C) will be very similar to the distance between two observed matrices before the change (A and B). For matrices after the change, when \( q_1 + q_2 = 2p \) we have that

\[
\|C - D\|_F^2 \approx 2n^2 \left( p - p^2 - (p - q_1)^2 \right),
\]

so choosing \( p \) and \( q_1 \) to be very similar (but not equal, so there is effectively a change), for large \( n \) these two models will be indistinguishable under the Frobenius distance criterion. As an example, in the previous setup the algorithm proposed in [7] (using the author's implementation in the \( R \) package gStream) found no change-points in the data.

On the choice of the monitoring function. This same example allows us to illustrate why choosing the monitoring function \( G \) as monitoring function \( H' = (XX^T - A[t]) \) is not a good idea. For perfect ASE estimation, if our training data adheres to an ER model with parameter \( p \), then \( X = \sqrt{p}J_{n \times d} \) and \( XX^T = pdJ_n \). If there is a change in the nominal model and the observed matrices are subsequently as \( C \) above (i.e., we shift from an ER to a two-block SBM), then \( E[H'] = (pdJ_n - P_{SBM})\sqrt{p}J_{n \times d} \). Since each row of \( P_{SBM} \) has \( n/2 - 1 \) entries with value \( q_1 \) and \( n/2 \) entries with value \( q_2 \), each entry of \( E[H'] \) is given by

\[
(E[H'])_{ij} \approx n\sqrt{p} \left( p - \frac{q_1 + q_2}{2} \right),
\]

for large \( n \). Accordingly, choosing \( p \), \( q_1 \) and \( q_2 \) as before we find that \( E[H'] = 0 \), i.e., we do not expect to see a change in the monitoring function after the change.

B. Real data

The Enron email dataset [19] consists of emails exchanged between \( n = 151 \) company employees from 1998 to 2002. Using a weekly grouping of these mails (where an edge exists between two employees if they have exchanged at least one mail in the corresponding period), we applied our online CPD method to the one year period between December 1, 1999, and December 1, 2000. As a baseline for comparison and to ensure we had a training period with no changes, we first ran the offline CPD algorithm in [20]. We found that in that period of time there is only one change-point, in the week of July 10th. This is consistent with the known timeline of events for the company, since on July 19, 2000, a partnership between Blockbuster and Enron to provide movie-on-demand services was announced [21]. Since this dataset comprises internal emails only, it is natural for the email network to change before the partnership was publicly announced.
For the online detection, we used the first 17 weeks as the training set, which correspond to the period between December 1, 1999, and May 31, 2000. The threshold was set at three standard deviations away from the estimated mean. Results are shown in Figure 2. After monitoring starts on April 1st, a change-point is detected on July 24, in line with what was obtained with the offline algorithm.

V. DISCUSSION AND FUTURE WORK

We developed an online CPD algorithm for monitoring applications involving streaming network data. The goal is to declare in (pseudo) real time when a sequence of observed graphs changes its underlying distribution. Leveraging the RDPG modeling framework, the novel algorithm computes (offline) the ASE of the first graphs (i.e., a training set) and then efficiently updates the cumulative sum of a monitoring function $h$ as data arrive sequentially-in-time. Statistical analysis of the monitored random sequence facilitates deriving meaningful detection thresholds to control type-I error rates.

Under imperfect ASE estimation, we show the distribution of the statistic $\Gamma$ (and its weighted version $\omega \Gamma$) contains a term depending on the model estimation error. Although in this work we presented a practical and effective “leave-one-out” approach to approximate its value, a worthwhile future direction in our agenda is the study of theoretical bounds and guarantees for this plug-in statistic.

Our methodology detects changes in the model with respect to a training set of nominal graphs, and assumes that the number of nodes in the network does not change. Depending on the particular application, it may be interesting to consider the case where certain nodes are not always present on the network, and we are interested in only a subset of them. This is another exciting and challenging avenue for future work.

Since the monitoring function is accumulated over time in an infinite-memory fashion, the “reaction time” or “inertia” (i.e., the detection delay) is likely to increase as time goes by. Possible workarounds are to adaptively select the time interval over which the accumulation takes place [18], use fixed-length sliding windows, or, to impose an exponentially-decaying weighting policy (as in adaptive filters for tracking).

Finally, it is important to highlight that the scope of our statistical analysis is limited to undirected and unweighted graphs. A gamut of network science applications call for the non-trivial extensions to the directed and weighted cases [22].
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