Abstract—The wide diffusion of mobile devices that natively support ad hoc communication technologies has led to a number of protocols for enabling and optimizing Mobile Ad Hoc Networks (MANETs). Nevertheless, the actual utilization of MANETs in real life is still limited, in part due to the lack of protocols for the automatic creation and evolution of ad hoc networks. Recently, a novel ad hoc protocol named WiFi Direct has been proposed and standardized by the WiFi Alliance with the objective of facilitating the interconnection of nearby devices. WiFi Direct provides high performance direct communication among devices, includes different energy management mechanisms, and is now available in most modern mobile devices. However, the current WiFi Direct implementations require user interaction for setting up and maintaining the connection. In this paper, we propose and analyze three practical schemes for creating self-organizing and self-healing WiFi Direct networks using Android OS devices. Experimental results show that our proposed approaches are feasible with different overhead in terms of prior knowledge about the network and coordination between the devices. These techniques provide the first known approaches for the automatic creation and maintenance of MANETs using every day mobile devices.

I. INTRODUCTION

Mobile Ad Hoc Networks (MANETs) are infrastructure-less networks developed to meet the needs of a variety of applications where infrastructure-based wireless networks are difficult to deploy and maintain. MANETs represent a promising way to provide communication among the increasing number of mobile devices during disaster scenarios, military operations, or whenever devices are still expected to be able to communicate in an organized fashion in a challenging environment. Efficient ad-hoc communication standards, along with smart communication protocols able to scale to large numbers of devices, are therefore essential [1].

Several ad hoc communication protocols, such as IEEE 802.11 DCF, IEEE 802.11s, IEEE 802.11z, ZigBee, SMAC, Bluetooth, and WiFi Direct have been proposed in the literature. Even though these protocols are widely available for creating both single and multi-hop networks, in real life experiments, they generally show low performance or require high energy consumption. As an example, ZigBee and SMAC are designed for energy-constrained networks, but they only support low data rates, which might be inappropriate for large-scale MANETs. WiFi Direct (initially known as WiFi-P2P), on the other hand, has been identified as a prominent candidate for supporting communications in MANETs [2]. WiFi Direct aims to enhance WiFi based ad hoc communication, includes different energy management mechanisms, and is now available in most of the modern mobile devices [3], [4]. With WiFi Direct, devices are organized in groups, where one member of the group is the Group Owner (GO) and all the other devices are Group Members (GM). Being built on top of WiFi, groups are able to also support legacy clients, devices that do not support WiFi Direct but support WiFi. As a result, WiFi Direct enables ad hoc communication among WiFi devices, such as, for example, smartphones, tablets, laptops, and printers. However, it requires user interaction for setting up the ad hoc connection.

In addition to requiring an appropriate ad-hoc communication protocol, MANETs require smart protocols that are able to scale to large numbers of devices. To this end, clustering protocols have been widely recognized as a viable solution [5]. Many clustering protocols have been proposed in the literature, aiming at optimizing various metrics like, for example, energy efficiency and connectivity [5]. When considering mobility, as is the case for MANETs, most of the existing clustering protocols introduce a high overhead, since they require the nodes to continuously acquire and exchange connectivity information. In this regard, the complexity of different leader selection algorithms in distributed systems has been extensively studied [6]–[8]. Low-maintenance algorithms for cluster head selection, instead, are mostly based on a predefined metric or a time-varying probability [5], [9]. In addition, most of these clustering protocols have not been implemented and tested on real-life technology and their performance evaluations have been conducted through simulations, in part due to the limited diffusion of efficient ad hoc communication technologies.

Given the wide diffusion and promising performance of WiFi Direct, and its intrinsic cluster-based network organization, a number of studies have recently proposed WiFi Direct as a viable technology for enabling ad hoc communication among mobile devices [1], [10]–[14]. In particular, the authors in [1] provide an in-depth description of the protocol, and evaluate its performance under different settings through experimentation on real devices. Different practical methods for allowing the communication among devices that belong to different WiFi Direct groups have recently been proposed in [10], while a WiFi Direct-based multi-group data dissemination protocol for public safety has been proposed in [11]. A group formation algorithm based on WiFi Direct is presented in [14], where the authors simulate the performance of a random group formation protocol that selects the GO
and the device with the highest value becomes the GO.

In this paper, we explore different methods for allowing automatic WiFi Direct group creation and maintenance, and evaluate the performance using commercially available Android devices. In particular, we shed some light on the limitations of using the WiFi Direct standard for creating and maintaining mobile ad hoc networks, and we propose three schemes for the selection of the GO, which require different levels of prior knowledge about the network and coordination between the devices. For each GO selection and group (re)formation scheme, we discuss the tradeoffs in terms of time when implementing these different approaches on Android devices. Our approaches can be used for realizing self-organizing and self-healing WiFi Direct based MANETs.

The rest of the paper is organized as follows. Section II provides a brief overview of the WiFi Direct standard. Section III describes our proposed GO selection and group formation schemes. In Section IV we discuss our experimental results, evaluating the group formation time of the different methods considered. Section V concludes the paper.

II. WiFi DIRECT

WiFi Direct [15] is a standard released by the WiFi alliance that enables ad hoc communication between nearby devices, without requiring a wireless Access Point (AP). WiFi Direct utilizes IEEE 802.11 a/b/g/n infrastructure mode, and can transmit either at 2.4 GHz or 5 GHz.

During ad hoc communication, devices form a group where one of them is the Group Owner (GO) and all the others are considered Group Members (GM). It is important to note that these roles are not predefined but are negotiated during the construction of the group and remain fixed for the entire duration of the group. Additionally, WiFi Direct groups can also include standard IEEE 802.11 nodes that do not support WiFi Direct and are referred to as Legacy Clients (LC).

According to the standard [15], the GO represents an AP-like entity that provides basic service set (BSS) functionality and services for the associated clients. Acting as a soft AP, the GO advertises and allows nodes to join the group. The advertisement and group maintenance are performed through beacon packets, just like a typical IEEE 802.11 AP, and the GO is responsible for giving control of the channel to nodes in its network and routing data through clients in its group\(^1\). As a result, the group topology is a 1:n hierarchical structure, where multiple GMs and LCs are connected to one GO.

The nodes that support WiFi Direct go through a group formation process in order to determine the roles of the GO and the GMs. There are three group formation cases: standard, persistent and autonomous [15], [16]. During the standard group formation, the nodes discover each other to negotiate for the roles\(^2\). The persistent group formation process allows for a faster reconstruction of previous groups, since the GO negotiation phase is replaced by an invitation exchange, and the WPS Provisioning process is significantly reduced by reusing the stored network credentials. In autonomous group formation, a node assigns itself the role of GO and creates its own group. After the roles have been established, the devices go through a WiFi Protected Setup (WPS) Provision phase and, after completion, the GO assigns the GM and an IP address using the Dynamic Host Configuration Protocol (DHCP).

III. GO SELECTION AND GROUP FORMATION SCHEMES

In this section, we present our proposed group formation schemes, which are depicted in Figure 1. These algorithms are completely automatic, meaning that the devices are able to react and adapt to changes in network topology like, for example, node mobility or GO failure. Moreover, for each scheme the GO is responsible for sending connection invitations to the other available peers.

A. Backup-based Group Formation

The first scheme, called Backup-based Group Formation, uses a coordination between the existing GO and the GMs via socket messaging. During the first group formation the devices go through the standard GO negotiation phase to determine the device that will act as the GO. After this connection, the GO acquires information about the other devices, and elects one them to act as the backup GO to allow the group to react to unpredictable failures.

As soon as the current GO disconnects (i.e., the group is destroyed), the backup device declares itself as the new GO and, it starts discovering the other available peers and upon discovery invites them to join the group. All the other devices look for available peers and wait for a connection invitation from the backup GO. After the group is reformed, the algorithm is repeated from the beginning, with the new GO electing a new device to act as a backup. We note that in this group formation scheme, at any given time only one device can elect itself as the GO.

B. ID-Based Group Formation

The scheme starts with each device scanning nearby peers. Once the devices have discovered all the other devices around it each device compares its ID with the IDs of the other peers, and the device with the smallest ID (or, equivalently, the largest) is declared to be the new GO. The newly elected GO will then send invitations to the other devices, thus forming the group. Afterward, if the GO fails or moves, the other devices are in charge of reforming the group. We note that also in this group formation scheme, at any given time only one device can elect itself as the GO, since the GO selection is based on a pre-determined function of the device ID and every device ensures that all the surrounding peers have been found before starting the group formation process.
C. Random Device Group Formation

Unlike the other schemes, the Random device group formation includes a stochastic component for the selection of the GO. After the GO disconnects, each device starts a timer with duration obtained through a uniformly distributed random variable, and immediately starts discovering other peers. When the timer fires, the GO first looks for an existing GO and, if it doesn’t detect any, it declares itself as the GO and starts sending connection invitations to all the other devices that it discovers in the vicinity. If when the timer fires the device finds an existing GO, instead, the device remains in a listening state and waits for a connection invitation. The process is repeated every time the devices detect changes in the network connection.

It is worth noting that multiple devices may elect themselves as GO, because both the group formation and the GO advertisement process requires a certain amount of time to be completed. Thus, during this time, a device might have started the group formation but it is not yet visible to the other peers. To limit the likelihood of this situation, the time interval used for the waiting period needs to be tuned according to both the WiFi Direct standard and the expected number of devices that will compete for the group formation. To this end, we define the vulnerable period $T_v$ as the time interval between the start of the autonomous group formation process and the time at which the GO is visible to the other devices, and $L$ to be the maximum waiting time (i.e., the waiting time is uniformly distributed in the interval $[0, L]$).

The probability of two GOs being simultaneously present is $P\{\text{collision}\} = 1 - (1 - T_v/L)^n$ where $n$ is the number of devices that compete for forming the group. We note that the equation represents the probability that one device picks a waiting time less than $T_v$ seconds apart from the smallest waiting time selected by the devices. Using the above equation we can determine the value of $L$ that provides a desired probability of having multiple GOs.

When performing operations on real devices, a certain level of randomness in the vulnerable period $T_v$ is introduced by the peer discovery process. Although this situation may be tolerated in large networks, in group formations involving a small number of devices, this should be avoided. Therefore, the Random scheme includes a step-back mechanism in order to ensure that, at any given time, only one GO is present in a given area of the network. According to the step-back mechanism, after a device declares itself as a GO, it checks if there is another GO visible as it is inviting the other peers. If a device detects another GO, it disconnects and re-starts the scheme, which eventually leads to having only a single GO in a given area of the network.

IV. PERFORMANCE EVALUATION

In this section we evaluate the performance of the group formation schemes described in Section III, via implementation on identical Asus Nexus 7, running Android 4.4.2. For each group formation scheme, we measured the GO selection time and the total group reformation time, as shown in Figure 1, by considering groups with two to six devices. Moreover, to reduce the variability across experiments, we consider a persistent group formation with manual set-up of the initial group formation. Each experiment has been run 50 times.

A. GO Selection Time

GO change time depends on the number of devices in the network, as shown in Figure 2(a). The average GO selection time for the Backup scheme is around 0.15 seconds for each network size. Before the GO disconnects from the group, the backup GO has already been selected and can therefore elect itself as the GO as soon as it detects a change in connectivity.

In the Random scheme, upper bound $L$ needs to be determined for its evaluation. To do so, we first performed repeated
experiments to determine the vulnerable period $T_v$, which is found to be an average value of $T_v = 1.5$ s. Setting the collision probability to 0.2 and inverting the equation in III-C, yields values of $L$ equal to 14.208, 20.925, 27.6455, 34.366, and 41.087 s for two to six devices, respectively. As expected, the corresponding waiting interval increase is proportional to the number of devices in order to maintain a fixed probability of simultaneous GO selection. We note that the average GO selection time is more than seconds lower than the mean of the uniform distribution, because in order for a device to declare itself as a GO, it must pick the smallest number, which shifts the average GO selection time towards $L/(n + 1)$ s.

Due to the stochastic nature of the discovery process, during our experiments simultaneous GO declarations occurred. In particular, 25%, 18%, 20%, 16%, and 14% of the times two or more devices elected themselves as GO for the case with two to six devices, respectively. In the case of GO collisions, the step-back mechanism was able to ensure that only one GO was present in the network.

In addition, we ran 20 additional experiments to check the benefits of the step-back mechanism when setting $L = 7.5$ s for three devices. Even though we observed a higher rate of simultaneous GO selections, the resulting average GO selection time was reduced to 1.45 s, thus proving the efficacy of the step-back mechanism.

As shown in Figure 2(a), the performance of the ID-Based scheme is affected by the randomness of the discovery phase. This is because according to the ID-Based scheme, even if the GO selection is deterministic and it doesn’t require any waiting time, the devices first need to discover all the other nearby peers. As a result, increasing the number of devices in the group requires more time to discover them, causing the average GO selection time to increase proportionally to the number of devices. Furthermore, the standard deviation of GO selection time increases as the number of devices increases due to the variability of the discovery phase. We note that in our experiments we assume that the total number of available devices is known by all the nodes, thus obtaining a lower bound on the actual performance of this scheme.

Given the above, the Backup scheme always has the smallest GO selection time, whereas the Random scheme tends to perform better than the ID-Based approach as the number of devices increases. Even though both the Backup and the ID-Based schemes make sure that there will not be any collisions in the selection of the GO, electing a backup device beforehand may not be useful in highly dynamic networks, while having to discover all the peers in the network is not practical for large networks. Thus, the Random GO selection with the step-back mechanism represents the more efficient solution for general WiFi Direct networks. This is also promising for large scale networks, since random algorithms have been shown to drastically reduce the leader election complexity [17].

B. Group Formation Time

We next evaluate the group formation time by measuring the time intervals shown in Figure 1. Figures 2(a) and 2(b) depict the average formation times and the standard deviation increase as the number of devices increases for all three schemes. This is because in order to form a group with a higher number of devices, more connections need to be established.

Even though for two devices the average net group reformation time is more or less the same across all the schemes, the Backup mechanism has the highest $GR_{net}$ as the number of devices increases due to the burden introduced by the socket messaging. The rate of increase of the ID-Based protocol is higher than that of Random. The reason is that in the ID-Based implementation, the group owner sends a connection invitation to its peers all of a sudden, which creates congestion during the negotiation phase between the group owner and its peers, resulting in a delay in finalizing the connections. As shown in Figure 2(a), the Random scheme requires the smallest $GR_{net}$ for networks with more than 3 devices.

Figure 2(b) depicts that the average $GR_{total}$ time increases across the scenarios as the number of devices increases. For two nodes, the Random scheme has the highest $GR_{total}$ time due to the random waiting time required for the GO selection. Even though the $GR_{net}$ time for the Random scheme is smaller than that of the Backup scheme, due to the longer time required to select the GO, the $GR_{total}$ time of the Random scheme is greater than that of the Backup scheme. This is because the rapid GO selection of the Backup scheme can compensate for the higher $GR_{net}$ time. Finally, when considering the $GR_{total}$ time, the ID-Based mechanism turns out to be the scheme that needs the highest amount of time for group reformation as the network scales, and is subject to the largest variation, because of the requirement to discover all the devices in the vicinity. Therefore, the ID-Based scheme does not appear to be practical, which supports a previous study [7].

C. Modeling the Performance of the Random Scheme

Since the Random scheme returns the best performance when increasing the number of devices, it is suitable for implementation in large scale networks. In what follows, we present a model to predict the $GR_{total}$ of a network that involves a higher number of devices.

$GR_{total}$ of the Random scheme consists of two stochastic parts, $GR_{net}$ and GO detection, which is based on the minimum waiting time. $GR_{net}$ times for our Random scheme experiments have lognormal distributions as determined by a...
Kolmogorov-Smirnov goodness of fit test with 95% confidence level. Thus, $GR_{total}$ time for Random is the summation of the minimum of uniform random variables and one lognormal random variable. The PDF of the group reformation time is hence a convolution of the respective distributions. Mean $m$ and variance $v$ of the lognormal fits along with their linear fits are shown in Figures 3(a) and 3(b), respectively. With $n$ being the number of the devices in the network, the linear fits have the form of $y_m = -6.1012 + 4.9005n$ and $y_v = -34.3234 + 21.5555n$.

We validate our model by comparing our experimental data against the distributions generated by the lognormal fit and the modeled fit. Figure 4 shows this validation applied to networks comprised of two to six devices. The $GR_{total}$ estimations as a function of the number of devices presented in Figure 3(c) further validate our model matching well with the experimental data, with an RMSE of 0.7246. Thus, $GR_{total}$ time is estimated to increase linearly proportional to the number of devices.

Finally, we note that while the evaluation presented in this section involves only 2013 Nexus 7 devices, similar conclusions can be drawn when changing to a different device. In particular, running the experiments presented above on a 2012 Nexus 7, which has an entirely different hardware configuration, returns similar relative results. These suggest that similar conclusions can be drawn for different Android devices [10].

V. CONCLUSIONS

In this paper, we propose and explore three practical methods for allowing automatic WiFi Direct group creation and maintenance, and evaluate their performances using commercially available Android devices. For all the proposed methods, we measured the GO selection time and the total group reformation time, to evaluate how quickly these protocols can adapt to connectivity changes.

Our experimental results show that an ID-based group maintenance scheme may not be practical for large networks due to the long peer discovery times. Selecting a backup device ahead of time makes the GO selection almost instantaneous, but it may not be beneficial in highly dynamic networks. Thanks to its small computational burden on the devices and adaptability to an increasing group size, a random GO selection scheme represents the most viable solution, especially with the addition of the step-back mechanism.

Future work includes developing an extension to multi-group networks and the inclusion of an adaptive routing protocol.
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Figure 4: Validation via comparison of PDFs of lognormal fit, modeled fit and experimental data.