Power Delivery Exploration Methodology Based on Constrained Optimization

Rassul Bairamkulov, Student Member, IEEE, Kan Xu, Student Member, IEEE, Mikhail Popovich, Member, IEEE, Juan S. Ochoa, Member, IEEE, Vaishnav Srinivas, and Eby G. Friedman, Fellow, IEEE

Abstract—The conventional power network design process requires iterative modifications to the existing power network to eliminate hot spots and to converge to target impedance parameters. At later stages in the IC design process, this procedure may require significant time and human resources due to the limited flexibility to accommodate necessary changes. Power delivery exploration during early stages of the design process may bring considerable savings to the system development effort. The number of iterations may be greatly reduced by choosing the initial parameters sufficiently close to the optimum. This paper presents a power delivery exploration framework based on constrained global optimization. The power network parameters are estimated at early stages of the development process, while considering both electrical and nonelectrical factors, such as area and cost. A Laplace transform-based circuit simulator is described that is well suited for optimization purposes due to the high computational efficiency when a large number of iterations is required. The proposed framework has been applied to the distribution of voltage domains in a large scale complex integrated system, while minimizing the cost of the decoupling capacitor placement. The optimal number of voltage rails are determined, demonstrating an approximately 40% lower on-chip area than alternative solutions.

Index Terms—Design methodology, design optimization, power quality, power system modeling, system-on-chip, time to market.

I. INTRODUCTION

Power delivery is pivotal to the performance of modern integrated systems [1]. Violating limitations in power delivery, such as load voltage droop, thermal characteristics, and power dissipation, may cause a variety of issues, such as circuit malfunction or overheating. Due to the high level of complexity in modern systems, it is difficult to monitor power delivery characteristics throughout the system development process. This approach adds risks to the entire development flow. Unsatisfied power quality constraints at later stages of the design process may require unacceptable time and resources.

One strategy for reducing the burden of modifying the power network is overdesign, such as using additional interconnections and pins for power or larger and more numerous decoupling capacitors. This strategy increases cost and allocates less metal and pin resources for signaling, and less area for the functional circuitry [2]. In addition, external factors, such as cooling power or cost, shift the resulting system even further from the optimal objective.

Numerous works on power delivery optimization at various levels of abstraction exist. At the circuit level, several power regulator models have been proposed. On-chip voltage regulation has increased with minituarization of switching dc–dc converters [3] and on-chip integration of switched capacitor converters [4]. A notable improvement of power regulation is presented in [5], where power delivery in smart phones is improved using a combination of static and dynamic techniques. Integration of on-chip dc–dc regulators has been proposed in [6] and [7] to achieve higher regulation efficiency with smaller area.

Power management has been deeply investigated from an architectural perspective. The work of [8] presents a framework for system-wide dynamic voltage scaling with thermal considerations that improves overconstrained circuits based on worst case scenarios. In [9], the GradualSleep strategy has been proposed to minimize on-chip static energy dissipation. More recent works describe paradigms suitable for modern circuit-level power management solutions. A system-level theoretic framework for optimizing decoupling capacitor and parasitic inductance is proposed in [10]. In [11], a framework for combining switching and linear regulators within a single system is presented that provides high efficiency linear regulators and superior regulation characteristics in switching converters. A system-level power management system is described in [12], where the electrical and thermal characteristics are monitored to make appropriate adaptations, such as dynamic voltage and frequency scaling (DVFS) based on system temperature and workload.
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Despite the maturity of the field, power delivery in VLSI systems is rarely approached from a constrained optimization perspective. In [13], quadratic programming methods are exploited to reduce the impedance profile of the power delivery network at frequencies of interest by sacrificing the impedance at less relevant frequencies. More recent work [14] utilizes differential evolutionary optimization to suggest the impedance profile of a physical structure. Constrained global optimization provides a natural framework for design exploration of power delivery systems. The primary strength of the technique is flexibility, allowing different design objectives and constraints to be considered, including thermal and cost parameters. The subsequent sections provide a deeper insight into this proposed methodology. In Section II, the necessary components of the proposed framework are described. Several case studies are provided in Section III to demonstrate the validity of the proposed approach. The strengths and limitations of the proposed methodology are discussed in Section IV, concluded by a summary in Section V.

II. PROPOSED OPTIMIZATION FRAMEWORK

The standard design process in the absence of power network design exploration is shown in Fig. 1 [15]. Due to the lack of preliminary information, power delivery network analysis is performed during the placement and routing stage [15]. If the circuit does not comply with power quality and voltage droop objectives, the power network is changed or resynthesized. The verification and redesign processes repeat until the resulting power network satisfies the required specifications. Due to the significant time required to evaluate and refine the power delivery network at the system level, multiple design iterations at later stages of the development process are highly undesirable, as these changes may cause delays on the order of days.

To mitigate potential losses, the number of power network redesigns needs to be minimized, preferably to zero. Power delivery exploration can provide valuable guidelines for power network synthesis, bringing the resulting system close to the optimal state. Two important characteristics of the early design stages are worth noting. First, the lack of accurate electrical data creates a high degree of uncertainty in the power network development process. The assumptions made at this stage are crucial. Second, before the primary design parameters are fixed, a high degree of flexibility exists. For example, the number of voltage domains may significantly affect the efficiency of the system at the expense of additional metal resources or increased power noise. Exploiting these tradeoffs is crucial to unlocking the full potential of the overall power delivery system.

The proposed power delivery exploration process is illustrated in Fig. 2. The process is general and varies greatly with different inputs. The process starts with the analysis of the design specifications. A model of the power network is used to estimate the electrical metrics. Nonelectrical metrics of interest are also identified and certain design flexibilities are identified. After the required components are characterized, the functions are passed to optimization algorithms. The result of the optimization process is a set of design guidelines that ensure proper operation without excessive overdesign. A more detailed explanation of the proposed exploration process is provided in the following sections.

A. Specification of the Electrical Design Requirements

A model of the power delivery network consists of four components: 1) topology; 2) voltage sources; 3) load currents; and 4) impedances. The topology reflects the relative placement of the elements within the netlist, supporting a comprehensive circuit analysis process. Technology information, such as the number of metal layers or interconnect conductivity, and design specifications, such as the interconnect dimensions, determine the parameters of the power network model. One of the simplest and most widespread power network models is the hierarchical model shown in Fig. 3 [1], composed of cascaded lumped sections consisting of series RL segments, representing the interconnects and solder bumps, interleaved with parallel RLC segments, representing the decoupling capacitors, with an equivalent series resistance and inductance.

![Fig. 1. Conventional IC development process [15].](image1)

![Fig. 2. Proposed power network optimization process.](image2)
C. Combination of Electrical and Nonelectrical Metrics

The final form of the optimization function is

$$x_{\text{opt}} = \min(f(x)), \quad \text{subject to } c(x) \leq 0 \quad (4)$$

where \(x\) and \(x_{\text{opt}}\) are the variables and correspond to the optimal parameter vectors, \(f(x)\) is the function being optimized, and \(c(x)\) is a set of constraint functions. The power delivery exploration process is formulated as in (4) to allow the application of constrained optimization algorithms.

The electrical analysis process needs to provide sufficient information to allow the nonelectrical metrics to be evaluated. The comprehensive optimization function requires an expression of the external metrics in terms of the variable parameters, electrical metrics, or both. For example, with adaptation of [18], the MTTF of the interconnect segment can be approximated in terms of the interconnect dimensions and current

$$\text{MTTF} = K_1 W^n H^m \exp \left( \frac{E_a}{k T} \right) \quad (3)$$

where \(K\) and \(n\) are material and process constants, \(E_a\) is the activation energy, \(k\) is the Boltzmann constant, \(T\) is the temperature, and \(j\) is the current density. Based on the analysis process, such as the individual currents, combined with external data, such as the wire dimensions, the current density in all of the elements is estimated to minimize this metric given the constraints.

B. Specification of Nonelectrical Design Requirements

In this paper, the nonelectrical parameters are described as the system characteristics that are not directly inferred from the circuit model of the power network. These nonelectrical parameters include the on-chip temperature, manufacturing cost of the components, and area of the circuit elements. An externally supplied model is required to link the nonelectrical metrics and electric performance of the system. For example, if the mean time to failure (MTTF) is of concern, optimizing MTTF would place an upper limit on the current density and temperature, as shown in [17]

$$\text{MTTF} = \frac{K_1 W^n H^m}{I_{\text{rms}}^n} \exp \left( \frac{E_a}{k T} \right) \quad (5)$$

where \(W\) and \(H\) are, respectively, the interconnect width and thickness, \(I_{\text{rms}}\) is the RMS current through the segment, and \(K_1, K_2, n\) and \(W_1, W_2\) are process and material related constants. Electrical metrics, such as the RMS current through the segment, are evaluated from simulations of the power network. The variable parameters determine the characteristics of the power network model. For example, the dimensional parameters can be used to determine the impedance of the circuit elements. The formulated metrics are combined to create the objective function and set of constraints.

If multiple design objectives exist, a weighted sum of each objective is used to minimize each objective. The resulting formulation is shown in (6) to (9), where \(V_s\) is the supply voltage, \(W_1, W_2\) and \(H_1, H_2\) are, respectively, the top level interconnect width and thickness, \(w_1, w_2\) are weight parameters, \(A_{\text{int}}(x)\) is the total area of the metal expended for the interconnect, and \(\text{Droop}_{\text{max}}\) and \(\text{Eff}_{\text{min}}\) are design constraints on, respectively, the voltage droop and efficiency. The objective function is the weighted sum of the MTTF and cost, minimizing both metrics. To be satisfied, both \(c_1(x)\) and \(c_2(x)\) need to be greater than or equal to 0, ensuring that the droop is not larger than \(\text{Droop}_{\text{max}}\) and the efficiency is not less than \(\text{Eff}_{\text{min}}\)

$$x = [V_s, W_1, W_2]$$

$$f(x) = \frac{c_1(x)}{\text{MTTF}(x)} + w_2 A_{\text{int}}(x) \quad (6)$$

$$c_1(x) = \frac{\text{Droop}(x)}{\text{Droop}_{\text{max}}}$$

$$c_2(x) = \frac{1}{\text{Eff}_{\text{min}}} - \frac{\text{Eff}(x)}{\text{Eff}_{\text{max}}} \quad (7)$$

$$\text{Eff}(x) = \frac{P_{\text{Load}}}{P_{\text{in}}}$$

$$\text{Droop}(x) = \frac{\text{V}_{\text{Load}}(x)}{V_s} - 1$$

$$\text{MTTF}(x) = K_1 W^n H^m \exp \left( \frac{E_a}{k T} \right)$$

where \(K\) and \(n\) are material and process constants, \(E_a\) is the activation energy, \(k\) is the Boltzmann constant, \(T\) is the temperature, and \(j\) is the current density. Based on the analysis process, such as the individual currents, combined with external data, such as the wire dimensions, the current density in all of the elements is estimated to minimize this metric given the constraints.
\[ c_1(x) = \text{Droop}(x) - \text{Droop}_{\text{max}} \] (8)
\[ c_2(x) = \text{Eff}_{\text{min}} - \text{Eff}(x). \] (9)

**D. Circuit Simulation Procedure**

During the optimization process, the circuit parameters are varied and the corresponding electrical parameters are evaluated. An efficient circuit simulator is the cornerstone of this procedure as the quality and timeliness depend upon the speed and accuracy of the simulator. Two simulation methods are utilized. The first method is commercial HSPICE [19] which requires a special interface with the programming language. The primary advantage of this approach is the versatility of the simulator. With the variety of available models, a wide range of circuits can be simulated and, therefore, optimized. The disadvantage of this approach is the communication overhead between the programming language and HSPICE which dramatically increases the simulation time.

Another approach is a custom Laplace transform-based simulator, requiring no interface with the programming language. The Laplace transform is widely used for simulation and optimization of linear circuits and systems [20], [21]. The primary advantage of this approach is the higher speed of the simulation due to the lack of communication with an external language and application-specific code optimization. A significant limitation is the narrow applicability of the method - only linear systems can be simulated using this approach due to the Laplace transform. A variety of methods exist, however, to extend the Laplace transform to nonlinear circuits. In [20], the switching transistors are replaced with lumped RC elements. A piecewise-linear model is another common approach for applying Laplace transforms to nonlinear systems. This method is particularly compatible with sequential switching [22], [23]. A modification of the Laplace transform applicable to a certain class of nonlinear systems is introduced in [24]. Incorporating this method into the proposed framework may significantly extend the capability of the proposed tool.

The proposed optimizer is applied to a model of a power network, which typically consists of passive RL-RLC branches [1]. The active devices, such as a voltage regulator or load transistors, are replaced with equivalent linear models to offset the error due to the assumption of linearity, which enables the use of a Laplace transform-based optimizer. In cases where the power network model is nonlinear (e.g., a power gated network), typically slower, numerical simulation tools can be utilized, such as HSPICE [19] or Verilog-AMS [25]. The choice between an active and passive power network model, therefore, becomes a tradeoff between accuracy and computational speed.

The Laplace transform-based process is shown in Fig. 4. The circuit elements are represented in the s domain. The fixed parameters are expressed numerically, while the variables are represented as symbolic variables. For instance, the impedance of a capacitor with a variable capacitance, fixed equivalent series resistance of 1 mΩ, and fixed equivalent series inductance of 10 pH can be presented as
\[ Z_c = 1 \text{ mΩ} + 10 \text{ pH} \times s + \frac{1}{Cs}. \] (10)

where the capacitance \( C \) is shown as a symbolic variable, \( Z_c \) is the equivalent impedance of the capacitor, and \( s \) is the Laplace domain parameter.

After the circuit elements are expressed in the Laplace domain, a modified nodal analysis is applied. The circuit is modeled in terms of six input matrices, representing connections and parameter values, as shown in [26]

\[
\begin{bmatrix}
Y & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V \\
I
\end{bmatrix}
= \begin{bmatrix}
F
\end{bmatrix}
\] (11)

where \( V \) and \( I \) are, respectively, the node voltages and currents through the voltage sources, \( Y \) is the matrix of nodal admittances, while \( B, C, D, J, \) and \( F \) encode current and voltage sources, including controlled sources. The constructed matrix equation is solved for \([V, I]^T\) using left matrix division.

The resulting vector represents the node voltages and source currents in terms of symbolic parameters in the Laplace domain. Dividing the resulting vectors by the source produces the transfer function, as shown in

\[
H(s) = \frac{b_n s^n + \cdots + b_0}{a_m s^m + \cdots + a_0}. \] (12)

The coefficients of the transfer function are expressed as a function of the variable parameters

\[
b_i = f_{\text{num}}(x) \] (13)
\[
a_i = f_{\text{den}}(x). \] (14)

While the aforementioned procedure is computationally expensive, requiring a solution of the symbolic matrix system, the process only needs to be performed once for a particular circuit topology. Modifications of the variable parameters only change the value of the coefficients, \( b_n, \ldots, b_0 \ a_n, \ldots, a_0 \), while the symbolic representation remains intact. The speedup due to the proposed simulator is, therefore, largely dependent upon the number of iterations \( N \) during the optimization process. The speedup is estimated as

\[
\text{Speedup} = \frac{t_0}{\frac{t_{\text{setup}}}{N} + t_L} \] (15)
where $t_n$ and $t_L$ are the time per iteration using, respectively, numerical analysis and the Laplace transform-based simulator, and $t_{\text{setup}}$ is the time required to determine the transfer function (12). Note that typically $t_{\text{setup}} > t_n > t_L$, thus the speedup converges to a positive value with large $N$, while approaching zero with small $N$. Since most optimization procedures require a large number of iterations to determine the global minimum, the creation of a symbolic transfer function represents a negligible fraction of the total computational time.

To simulate the transfer functions and extract the numeric data, the coefficients of the transfer functions of interest are calculated and converted into a state space model. A variety of efficient state space model simulation packages are available, such as LAPACK [27] and LTITR [28]. The input waveform and state space model are passed to the simulators to calculate the output waveform. This approach achieves significant speedup as compared to conventional, purely numerical algorithms. Applying a state-space model, the output waveform can be determined without solving the matrix equation during each time step. Conversion of a circuit into a matrix form is performed only once, greatly reducing the computational overhead. With the large number of circuit simulations during the optimization process, significant optimization speedup is achieved, as described in Section III.

### III. Case Study

The problem of choosing the optimal number of rails is an important power delivery exploration issue. Utilizing several voltage domains may bring considerable savings in terms of power, while achieving performance goals [30]. At early stages of the design process, planning the circuit topology is problematic since the resulting power delivery characteristics are difficult to estimate in advance. In particular, it is unclear whether the power network is sufficiently conductive to satisfy voltage droop requirements. Separation of the low voltage circuitry from the rest of the IC is an attractive option to reduce power consumption due to the quadratic relationship between power consumption and operating voltage. The scaled voltage is, however, less robust to sudden load current fluctuations, possibly violating droop requirements, allowing the device to malfunction. Moreover, utilizing separate power networks requires less metal resources for each rail, resulting in a power delivery network exhibiting higher impedance.

To investigate this problem, three power networks are considered, 12 rail (A), 8 rail (B), and 3 rail (C) systems. The impedance characteristics of these networks are based on [29] and assume the power network topology shown in Fig. 3. The rail specifications are listed in Table I. The maximum and minimum voltages represent the range of allowed values of the voltage. The model of the load current is a worst case triangular current waveform [10].

System B merges the rails with the closest voltage levels to minimize energy losses due to the voltage conversion process. Rail A5 is merged with rail A6 to produce rail B5, and rails A7 through A10 are merged into rail B7, resulting in the eight rail system B. Further, rails B1 to B4 and B8 are merged, while rail B6 is merged with rail B7 to produce the three rail system C. The variables are the voltage supply of each rail, as well as the decoupling capacitance at each level of each rail. For simplicity, the power rails are assumed to be mutually isolated, allowing each rail to be evaluated separately.

The objective of the design exploration process is to determine the set of rails that delivers the lowest possible cost of decoupling capacitance area. In this case study, the proxy metric for the decoupling capacitance cost is the weighted sum of the decoupling capacitor area, as described by

$$\text{Cost} = \sum_{i=3}^{\text{Die}} w_i A_i$$

\[\text{(16)}\]
where $S$ is the set of layers of the power network [printed circuit board (PCB), package, or die$, and $w_i$ and $A_i$ are, respectively, the cost per unit area and the area of the decoupling capacitors on level $i$. In this objective function, both $w_i$ and $A_i$ are external parameters related to the electrical metrics. The area of a decoupling capacitor can be expressed as

$$A = \frac{Cd}{\varepsilon},$$

where $C$ is the capacitance, and $d$ and $\varepsilon$ are, respectively, the thickness and electrical permittivity of the insulating material. Inserting (17) into (16) leads to the final form of the objective function

$$\text{Cost} = \sum_{i \in S} \frac{C_d w_i}{\varepsilon_i}.$$  

To estimate the relative cost of the unit area of each level, certain trends in Table II can be noted. The cost per unit area increases when approaching the die level. The opposite trend is noted as the insulator thickness becomes thinner as the die is approached. Overall, the cost per unit capacitance follows the unit area cost pattern, making on-die decoupling capacitor placement more than six times costlier than on the PCB. During the optimization process, this distribution of capacitance costs discourages placing a large capacitance on the die and tolerates placing more capacitance farther from the IC.

Moving the decoupling capacitance farther from the load makes the system more vulnerable to inductive noise [32], limiting the cost benefits of a small on-chip capacitance. The greater fluctuations in the load voltage result in a need for a higher voltage supply to offset the potential voltage droops, resulting in higher power consumption. In addition, the inductive system response may result in significant overshoots that may damage the transistors. In the proposed framework, the aforementioned tradeoffs are expressed as constraint functions, as shown in

$$c_1(V_s, C_{PCB}, C_{PKG}, C_{Die}) = V_{\text{load, min}} - \min(V_{\text{load}}(t))$$

$$c_2(V_s, C_{PCB}, C_{PKG}, C_{Die}) = \max(V_{\text{load}}(t)) - V_{\text{load, max}}$$

$$c_3(V_s, C_{PCB}, C_{PKG}, C_{Die}) = \text{Power}_{\text{total}} - \text{Power}_{\text{max}}$$

where $V_{\text{load}}(t)$ is the waveform of the load voltage, $V_{\text{load, min}}$ and $V_{\text{load, max}}$ are, respectively, the minimum and maximum bounds on the load voltage, and $\text{Power}_{\text{total}}$ and $\text{Power}_{\text{max}}$ are, respectively, the total power consumption and upper limit on the consumed power. The constraint functions place strict requirements on the quality of the power rails. If the voltage waveform violates the constraint functions, the objective function (or cost) is severely penalized, invalidating the result.

The power network model used in this case study does not include any nonlinear elements. A Laplace transform-based simulator has therefore been chosen. Particle swarm optimization is chosen as the optimization algorithm due to the robustness and efficiency characteristics of this algorithm. The optimization procedure is run on an eight core 3.40-GHz Intel Core i7-6700 machine. The results for 23 separate rail configurations are obtained in 26 minutes, with an average time of 67 s per rail. The results of the optimization are shown in Fig. 5. Note that the lowest value of the objective function is achieved with eight rails. In the 8 rail and 12 rail scenarios, certain rails (e.g., rails 7 to 11 in the 12 rail scenario) do not require decoupling capacitors due to the low load currents and high tolerance to variations.

To evaluate the benefits of the Laplace transform optimization process, a similar optimization is performed using HSPICE [19]. The optimization results are identical to those results obtained from the Laplace transform optimization process due to the absence of nonlinear elements in the model. The total computational time, however, is 265 minutes, ten times greater than the Laplace simulator.

### IV. DISCUSSION

Distribution of the decoupling capacitor costs across the voltage domains normalized to the least expensive system is shown in Fig. 5. Certain patterns can be inferred. Comparing the 8 and 12 rail systems, allocation of metal resources for separate power rails is unjustified from a cost perspective. The higher contribution of the CPU cores (A1 to A4) in the 12 rail network indicates that voltage fluctuations in this network are greater due to less metal resources allocated to each CPU rail, as compared to the eight rail system. The combination of rails A5 and A6 allocates more metal resources for both networks, resulting in reduced decoupling capacitor cost in combined rail B5.

As compared to the three rail system, where rails B1 to B4 and B8 (CPU cores and memory) are merged into a single voltage domain, the three rail system requires a large decoupling capacitance for the combined rail C2. The reason for the increased decoupling capacitance is the poor compatibility between voltage ranges. While rails B1 to B4 require a range of 0.97 to 1.42 V, rail B8 has a range of 1.00 to 1.55 V. The combined rail, therefore, needs to satisfy both ranges and is effectively shrunk to 1.00 to 1.42 V, placing greater limitations on the voltage fluctuations. The narrow voltage range is compensated by placing a larger on-chip decoupling capacitance, increasing the overall cost of the power network.

A conventional power network design process may require a series of late design backtracking iterations to satisfy target noise performance requirements [33], [34]. Assuming that the post-floorplan power network model requires time $t_{\text{sim}}$ for simulation and $t_{\text{correct}}$ for hotspot correction, and $N$ iterations are required to reach the acceptable characteristics, the total time for the power integrity analysis process without early exploration is

$$t_{\text{noEE}} = (N - 1)t_{\text{sim}} + Nt_{\text{correct}}$$
where, typically, $t_{\text{sim}}$ and $t_{\text{correct}}$ are on the order of hours and days, and $N$ typically ranges between two and ten iterations. Alternatively, early power delivery exploration requires time $t_{\text{exp}}$, which may require several hours to complete. An expected result of the power delivery exploration process is a significant reduction in the number of iterations. Assuming the updated number of iterations is $N_{\text{new}}$, the total time for the power integrity analysis process is

$$t_{\text{EE}} = t_{\text{exp}} + (N_{\text{new}} - 1)t_{\text{sim}} + N_{\text{new}}t_{\text{correct}}.$$  \hspace{1cm} (23)

The savings in time due to the early power integrity analysis process is

$$t_{\text{noEE}} - t_{\text{EE}} = (N - N_{\text{new}})(t_{\text{sim}} + t_{\text{correct}}) - t_{\text{exp}}$$ \hspace{1cm} (24)

therefore, to ensure that the power delivery exploration is justified from the perspective of computational time, the following condition must be satisfied:

$$(N - N_{\text{new}})(t_{\text{sim}} + t_{\text{correct}}) > t_{\text{exp}}.$$ \hspace{1cm} (25)

Note that typically $t_{\text{sim}} + t_{\text{correct}} > t_{\text{exp}}$, therefore, to justify early design exploration, it is sufficient to reduce the number of post-floorplan backtracking iterations, i.e., $N_{\text{new}} < N$.

The proposed early power delivery exploration framework may reduce the number of costly iterations by providing an estimate of the optimal parameters at an earlier phase of the development process, shrinking both time and labor. The nonelectrical parameters, such as area and cost, are combined with the electrical parameters to produce a system with minimum cost while satisfying target performance metrics. This approach provides useful information for early system exploration, allowing more effective design decisions to be made.

Several limitations of the proposed framework exist. First, the computational time largely depends upon the circuit simulator. Therefore, optimization of more complex circuits with a larger number of nodes may require significant computational time. A Laplace transform-based simulator is proposed for optimization of linear circuits. The speedup due to the Laplace transform-based simulator, however, largely depends upon the number of iterations during the optimization process. Second, a function for the metrics of interest needs to be determined to conduct the power delivery exploration process. Practical assumptions, therefore, need to be made to achieve useful results. An issue of premature convergence exists, resulting in the optimization converging to a local minimum rather than a global minimum [35]. It is, therefore, necessary to ensure that the design space is thoroughly explored, for example, by increasing population sizes (evolutionary algorithms), mutation and migration rates (genetic algorithm), swarm velocities and inertia (particle swarm), and the initial temperature and frequency of reheating (simulated annealing).

**V. CONCLUSION**

A versatile methodology for power delivery design exploration is described in this paper. The primary strength of the framework is applicability to a wide range of objectives and constraints, including external, nonelectrical parameters. The procedure supports the application of robust, general purpose algorithms to solve power delivery problems. A fast, optimization oriented Laplace transform-based simulator is described. The limitations of the proposed framework include the dependence on the computational time of the circuit simulator, the need for optimization functions during the preliminary design stages, and careful tuning of the optimization algorithms. The effectiveness of the framework is demonstrated by a case study, where the appropriate power delivery network is chosen among existing options.
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