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Abstract—Speech separation aims to separate individual voices from an audio mixture of multiple simultaneous talkers. Audio-only approaches show unsatisfactory performance when the speakers are of the same gender or share similar voice characteristics. This is due to challenges on learning appropriate feature representations for separating voices in single frames and streaming voices across time. Visual signals of speech (e.g., lip movements), if available, can be leveraged to learn better feature representations for separation. In this paper, we propose a novel audio–visual deep clustering model (AVDC) to integrate visual information into the process of learning better feature representations (embeddings) for Time–Frequency (T–F) bin clustering. It employs a two-stage audio–visual fusion strategy where speaker-wise audio–visual T–F embeddings are first computed after the first-stage fusion to model the audio–visual correspondence for each speaker. In the second-stage fusion, audio–visual embeddings of all speakers and audio embeddings calculated by deep clustering from the audio mixture are concatenated to form the final T–F embedding for clustering. Through a series of experiments, the proposed AVDC model is shown to outperform the audio-only deep clustering and utterance-level permutation invariant training baselines and three other state-of-the-art audio–visual approaches. Further analyses show that the AVDC model learns a better T–F embedding for alleviating the source permutation problem across frames. Other experiments show that the AVDC model is able to generalize across different numbers of speakers between training and testing and shows some robustness when visual information is partially missing.

Index Terms—Speaker-independent speech separation, deep clustering, audio–visual fusion.

I. INTRODUCTION

SPEECH separation, i.e., the cocktail party problem, aims at separating individual voices from audio mixtures of multiple simultaneous talkers. It is a fundamental problem in computer audition, and its success would greatly improve many speech applications such as Automatic Speech Recognition (ASR), dialogue systems, multimedia retrieval and hearing aids. When the number of channels is smaller than the number of sources, the problem is under-determined. In the extreme case, single-channel or monaural speech separation, is most difficult. Over the past decades, a variety of approaches have been proposed, however, state-of-the-art audio-based approaches still significantly under-perform humans.

In a cocktail party, human listeners use multiple cues from different modalities to pay attention to a target talker. Visual cues, especially lip movements, are among them. Thanks to the correlation between lip movements and acoustic signals, seeing lip movements greatly improves listeners’ perception and understanding of a talker’s speech [1]. Some people are even capable of lip reading, i.e., understanding what is being said by watching the lip movements without listening [2], [3].

It is thus a natural idea to design computational systems to leverage both the audio and visual cues toward better speech separation. In the past decade, this idea has been explored through a number of approaches. This includes non-deep methods [4]–[11] and deep approaches [12]–[14]. For non-deep methods, the main limitations are on the capabilities of learning from large datasets and generalization to different speakers. For deep approaches, many are limited to speaker-dependent settings [15] or cannot easily generalize over speech mixtures of different numbers of speakers [12], [14]. We will elaborate this in detail in Section II-B.

In this paper, we propose a system with a novel Audio-Visual Deep Clustering (AVDC) model for leveraging both audio and visual cues to solve the cocktail party problem. As shown in Figure 1, the proposed system takes both audio and visual data (optical flow and gray images) as inputs for spectrogram mask prediction. Separated audio waveforms can be obtained by multiplying the predicted masks with the complex spectrogram of the input mixture, followed by an inverse Short-Time Fourier Transform (STFT). As further explained in Figure 3, the core AVDC model performs a two-stage fusion of audio and visual information to compute the final audio-visual Time-Frequency (T–F) embeddings for clustering T–F bins for spectrogram mask prediction. The first stage extracts audio-visual features for each speaker from their lip movements and the audio mixture in each time frame. The second stage computes speaker-wise audio-visual embeddings from the audio-visual features, and then concatenates them with audio embeddings calculated by deep clustering [16], [17] from the audio mixture. The concatenated embeddings are the final audio-visual embeddings for clustering.

We carry out experiments on two publicly available audio-visual speech datasets. Results show that the proposed AVDC model outperforms the deep clustering [16], [17] and utterance-level Permutation Invariant Training (uPIT) [18] audio-only separation baselines and three state-of-the-art audio-visual...
II. RELATED WORK ON SINGLE-CHANNEL SPEECH SEPARATION

A. Audio-Based Methods

Most speech separation methods only take the audio modality into consideration. Traditional methods mainly include Computational Auditory Scene Analysis (CASA) [19], [20], Hidden Markov Models (HMM) [21]–[23], and Non-negative Matrix Factorization (NMF) [4], [24]–[27]. CASA-based methods group T-F units of different speakers according to a variety of grouping cues including harmonicity, common modulation of pitch and amplitude, and timbre consistency to achieve separation. How to effectively fuse and balance different cues for different audio mixtures remains a challenging problem. HMM-based methods [21]–[23] typically use a factorial structure, i.e., one Markov chain for each speaker, to model the speaker-wise temporal dynamics and inter-speaker acoustic fusion. This factorial structure grows the state space exponentially with the number of simultaneous speakers, limiting the approach from well performing on mixtures with three or more speakers. Most NMF-based methods decompose the magnitude spectrogram of the audio mixture into speaker-specific spectral dictionaries and their temporal activations, where the dictionaries are usually pre-learned on clean speech of all (supervised separation) [25] or part (semi-supervised separation) of the speakers [28]. When sparsity penalties are introduced [27], NMF based models are also able to deal with noisy training corpus. However, NMF models are linear and lack the ability to learn more complex patterns from large amounts of training data. Moreover, most of them assume the availability of clean training speech for part or all of the speakers in the mixture, which cannot be satisfied in many speaker-independent scenarios in practice.

In recent years, deep learning techniques have been introduced to dramatically improve the separation performance [16]–[18], [29]–[32], thanks to their strong feature learning and data fitting capabilities. Many deep learning methods treat speech separation as a spectrogram mask estimation problem. Regression-based methods for mask estimation [29]–[31], [33] work well in speaker-dependent scenarios. However, they fail to operate properly in speaker-independent scenarios when clean speech training data is unavailable for target speakers. A typical error they make is the source permutation problem: The system can well separate the mixture into source signals at each time frame, but their assignments to sources over time are inconsistent. Estimating a consistent assignment is also called sequential grouping or streaming in Auditory Scene Analysis (ASA) and CASA [19].
Deep Clustering (DC) [16], [17], [32], [34]–[36] and utterance-level Permutation Invariant Training (uPIT) [18] methods are the state-of-the-art for dealing with the source permutation problem. The DC method projects each T-F bin of the mixture’s spectrogram into a high-dimensional space where embeddings of the same speaker can be clustered to form its separation mask. The uPIT algorithm recovers speaker masks by minimizing the separation loss at the utterance level; this greatly reduces permutation errors in the original PIT algorithm [37], whose loss is defined at the frame level.

Despite the advantages of DC and uPIT over other approaches, they still suffer from the permutation problem. An example is shown in Figure 2, where the second row are predicted masks from the DC method on a mixture of two male speakers. Comparing to the Ideal Binary Masks (IBM) in the first row, we can see that there is a severe permutation problem in the first second of the separated masks. This problem frequently occurs when the two speakers are of the same gender, since they have similar vocal characteristics which are difficult to distinguish by audio-only method.

**B. Audio–Visual Methods**

Humans employ various cues at a cocktail party to pay attention to a speaker’s voice. These cues include not only the consistency and continuity of the timber of speakers, but also the activity and location information of the speakers. In particular, visual information such as lip movement provides fine activity information about speakers. The correspondence between lip movements and speech utterances tells us which speakers are talking as well as what are being said [38], [39].

This idea of audio-visual speech separation has been explored by many non-deep methods [6]–[11], [40]. Casanovas et al. [8] performed audio-visual source separation using sparse representations. This method first clusters video atoms and then assigns the audio atoms to different speakers based on the correlation between audio and visual modalities. The method in [9] fuses the audio-visual dictionary learning with T-F masking, which not only renders an effective global representation but also captures the local information within the signals. Methods in [6], [7], [10], [11] establish audio-visual coherence through statistical modeling and recover audio sources by maximizing the learned coherence given visual representations. These non-deep algorithms, however, have limited capability to learn from large amounts of data and the generalization ability to different speakers is also limited.

Deep approaches for audio-visual speech enhancement and separation have been proposed in recent years [12]–[15], [41]–[44]. The basic intuition of audio-visual enhancement is to use visible lip region movements to isolate the target speaker’s voice from background noise, either by feeding the combined audio-visual features into an enhancement network [15], [41], [42] or deriving the recovered clean audio from the speaker’s corresponding visual information [13]. Audio-visual separation methods mainly exploit the audio-visual fusion strategy [12] or learn an audio-visual correspondence to assist the separation process [14]. The “Noise-Invariant” model [15] trains a speaker-dependent speech enhancement network, and its generalization ability to different speakers is limited. Although the “Noise-Invariant” model was initially designed for speech enhancement, it can be implemented in separation tasks, we thus exploit this model as one of our audio-visual separation baselines. The speaker-independent separation model “Look-to-Listen” [12] exploits an audio-visual fusion strategy and shows a significant improvement over the “Noise-Invariant” model, not only in terms of the separation performance, but also the generalization ability. Nevertheless, training schemes of the “Look-to-Listen” model for different numbers of speakers cannot be naturally shared. The “AV-Match” method [14] exploits the underlying correspondence between lip movements and acoustic speech signals to correct separation results of an audio-only model. By assigning snippets of the separated signal to the correct sources over time, this method relieves the permutation problem by a large margin for 2-speaker mixtures. However, the “AV-Match” method cannot be easily generalized to multi-speaker mixtures due to the exponential increase of possible permutations. The “Sound-of-Pixel” [44] model uses an audio analysis network to separate the mixture audio spectrogram into components, and uses a visual analysis network to compute visual embeddings for pixels in the visual scene. When applied to source separation, an aggregated visual embedding is calculated through spatial pooling of pixel-level embeddings of each source, before weighting and combining the audio components. Implicit audio-visual fusion happens after audio mixture is separated into components. This model successfully learns the correspondence between the appearance and sounds of various musical instruments. However, when the multiple audio sources share similar timbre characteristics, this method would not work well, since it does not help address the source permutation problem.

Most of these methods assume the synchronization between audio and visual streams. To relax this requirement, multiple instance learning has been adopted [43]. Although dealing with
the unsynchronization between audio and visual information is meaningful for practical applications, our proposed model focuses on the audio-visual fusion strategy for speech separation. Therefore, we assume the synchronization between audio and visual streams as most other existing work does.

III. METHOD

As shown in Figure 1, the proposed system takes both the audio (STFT log-magnitude spectrogram) and visual (gray image and optical flow vectors of lip regions) modalities and integrates them through the “Audio-Visual Deep Clustering” (AVDC) model. This model predicts T-F masks for the speakers, and the masks are finally used to reconstruct source signals using the speech mixture’s magnitude and phase spectrograms. The core part of this system is the “Audio-Visual Deep Clustering” model, which is illustrated in Figure 3. It adopts a two-stage fusion strategy to integrate the audio and visual modalities. The first-stage fusion computes speaker-wise audio-visual T-F embeddings for each speaker in the mixture, while the second-stage fusion concatenates these audio-visual embeddings with the audio-only embedding computed using an audio-only Deep Clustering (DC) method in Section III-A for the final clustering of T-F bins. This architecture will be detailed in Section III-B. As DC is a part of this architecture, we first describe DC in Section III-A.

A. Audio-Only Separation Model: Deep Clustering

Deep Clustering (DC) [16], [17] is one of the state-of-the-art audio-only speech separation methods. It aims to learn an embedding vector for each T-F bin of the speech mixture, based on which clustering can be performed to estimate a binary T-F mask for the speakers. Input to the DC model is the log-amplitude spectrogram of the speech mixture, $X_{\log} \in \mathbb{R}^{F \times T}$, where $F$ is the number of frequency bins and $T$ is the number of time frames. DC then outputs a $D$-dimensional embedding vector for each T-F bin, constituting an embedding matrix $V \in \mathbb{R}^{(F \times T) \times D}$.
Throughout this paper, our supervision information are the Ideal Binary Mask (IBM), $Y \in \mathbb{R}^{(F \times T) \times C}$ [16], where $C$ is the number of speakers in the mixture. Let $Y_{i,j} = 1$ when source $j$ dominates T-F bin $i = (t, f)$, otherwise let $Y_{i,j} = 0$. Training the DC model is to learn the network weights that adjust the embedding matrix $V$ to approximate the affinity matrix of the IBM:

$$L_{DC} = \frac{1}{2} ||VV^T - YY^T||_F^2. \quad (1)$$

During the testing phase, the speech mixture is first passed through the learned network to calculate the embedding vectors for all T-F bins. K-means clustering is then performed to cluster the embedding vectors to estimate a binary T-F mask for each speaker.

### B. Audio–Visual Deep Clustering

The Audio-Visual Deep Clustering (AVDC) model is the core of the proposed audio-visual speech separation approach. It uses a two-stage fusion strategy to integrate audio and visual information extracted by the audio networks and visual networks described below.

1) Audio Networks: The left dashed box in Figure 3 illustrates the audio networks. Given the log-spectrogram of the mixture $X_{log} \in \mathbb{R}^{F \times T}$, we feed each frame to the first three Bidirectional Long Short-Term Memory (BLSTM) layers of the audio network for feature extraction. Each BLSTM layer has a hidden size of 300. Outputs of the stacked BLSTM layers act as shared features which are fed into the following two subnetworks. One subnetwork is a Fully-Connected (Fc) layer that outputs features of the audio stream: $\mathbf{a}_t \in \mathbb{R}^{128} (t = 1, ..., T)$. The other subnetwork is a BLSTM layer of which the output is denoted as $\mathbf{h}_t^a \in \mathbb{R}^{600}$, which will be used to calculate the audio-only embedding in Eq. 3.

2) Visual Networks: The right dashed box in Figure 3 illustrates the visual networks. We exploit the lip regions’ gray images and optical flow as inputs to our visual network. Every $N$ consecutive gray images centered at the current frame are stacked to form an input patch of size $H \times W \times N$, where $H$ and $W$ are height and width of the lip region image in pixels. Similarly, optical flow data are of size $H \times W \times 2$, where the two channels represent horizontal and vertical motions.

Inspired by other audio-visual models [39], [45]-[47], we adopt the VGG-style [48] Convolutional Neural Network (CNN) as the feed-forward part of our visual network. In early layers, we have two separate CNNs (conv1$_1 -$ convolutional layer) to process the gray image and the optical flow respectively. conv1$_1$ and conv1$_2$ have 8 filters of size $3 \times 3$ and stride 1, followed by a max-pooling layer with kernel size 2 and stride 2. conv2$_1$ and conv2$_2$ have the same hyperparameters as the previous set except that they have 16 filters. Output features of the early layers from both streams are concatenated to go through further convolutional layers (conv3 and conv4). conv3 layer has 32 filters of size $3 \times 3$ and stride 1, followed by a max-pooling layer with kernel size 2 and stride 2, while conv4 layer has 64 filters. Every convolutional layer is followed by batch-normalization [49] and ReLU non-linearity. It is noted that such a “separate-merge strategy” is effective in human action recognition [50], [51] and also works best in our task.

Following the convolutional layers, the Fc layer in each layer has an Fc layer with output dimension of 128 and ReLU non-linearity. Finally, we add a BLSTM layer on top of the feed-forward networks to model the long-term temporal evolution of visual information. The BLSTM layer has a hidden size of 256. Its output is fed to another fully-connected layer to obtain the 128-d frame-wise visual feature vectors $\mathbf{v}_{it} (t = 1, ..., \lfloor T/r \rfloor, i = 1, ..., C)$, where $r$ is the ratio between audio sampling rate and video sampling rate.

It is worth to mention that the weights of all the feed-forward parts of our visual network (all the conv layers, the Fc layer and the Fc − out layer) are tied not only across each frame but also for different speakers, as shown in Figure 3. This reduces the complexity of the architecture and makes the feed-forward network act as a general visual feature extractor to capture features of the mouth regions [38].

3) First-Stage Audio–Visual Fusion: The proposed audio-visual fusion differs from previous works [12], [15] in that we carry out a two-stage fusion strategy. The first stage is that we concatenate $\mathbf{a}_t$ with the aligned $\mathbf{v}_{it}$ to form the audio-visual features as inputs to another BLSTM layer:

$$\mathbf{h}_{it}^{av} = \text{BLSTM}(\text{concat} [\mathbf{a}_t; \mathbf{v}_{it}]), \quad (2)$$

where $\mathbf{h}_{it}^{av} \in \mathbb{R}^{600}$ for $i = 1, ..., C$. This BLSTM network is expected to capture the audio-visual correspondence between components of the audio mixture and the lip movements of each speaker.

4) Second-Stage Audio–Visual Fusion: The second stage of audio-visual fusion is the concatenation of the audio embedding and audio-visual embeddings of all speakers. The audio embedding $\mathbf{V}_t^a \in \mathbb{R}^{F \times D}$ is calculated by passing $\mathbf{h}^a_t$ through an Fc layer with an output dimension of $F \times D$, same as DC:

$$\mathbf{V}_t^a = \text{FC}_a(\mathbf{h}^a_t). \quad (3)$$

The audio-visual embedding $\mathbf{V}_{it}^{av} \in \mathbb{R}^{F \times (D/2)}$ is obtained by passing $\mathbf{h}_{it}^{av}$ through an Fc layer with an output dimension of $F \times (D/2)$ for each speaker $i$:

$$\mathbf{V}_{it}^{av} = \text{FC}_{av}(\mathbf{h}_{it}^{av}). \quad (4)$$

Finally, the audio embedding and audio-visual embeddings of all speakers are concatenated to form the final embedding $\mathbf{V}_t \in \mathbb{R}^{F \times (D+C \times D/2)}$ at frame $t$ for T-F bin clustering:

$$\mathbf{V}_t = \text{concat} [\mathbf{V}^a_t, \mathbf{V}_{it}^{av}, ..., \mathbf{V}_{it}^{av}]_{Ct}. \quad (5)$$

Concatenating all embeddings across time, the final embedding matrix can be re-arranged to $\mathbf{V} \in \mathbb{R}^{(T \times F) \times (D+C \times D/2)}$. In other words, each T-F bin is assigned an embedding vector of the dimension of $D + C \times D/2$, where the audio embedding takes $D$ dimensions and the audio-visual embedding for each speaker takes $D/2$ dimensions. K-means clustering is used to group the T-F bins for separation. During clustering, it is expected that the audio embedding dimensions behave similarly to DC, while the audio-visual embedding dimensions for each speaker help to differentiate T-F bins dominated by that speaker versus all the other speakers.
Algorithm 1: k-POD.

Input: Partially Observed Embedding Matrix $V$
Output: T-F bin assignments $\hat{Y}$
1: Initialize $\hat{Y}^{(0)}$ and cluster centroids $B^{(0)}$
2: repeat
3: $V^{(m)} \leftarrow P_{\Omega}(V) + P_{\Omega^c}(\hat{Y}^{(m)}B^{(m)})$
4: $(\hat{Y}^{(m+1)}, B^{(m+1)}) \leftarrow k$-means($V^{(m)}$)
5: until convergence

It can be seen that this audio-visual fusion model can be trained and tested on mixtures of different number of speakers, showing superiority over the “Look-to-Listen” model [12], of which the network structure and training scheme is limited to train and test on the same number of speakers’ mixtures.

C. Partially Observed Video

In practice, visual information of certain speakers may be missing, due to occlusion and the camera scope. In this case, audio-visual features in Eq. (2) and embeddings in Eq. (4) for those speakers will be missing. To perform k-means algorithm on $V$ with missing dimensions, we apply the k-POD [52] algorithm detailed in Algorithm III-C. Let $\Omega \subset \{1,...,T \times F\} \times \{1,...,d\}$ $(d = D + C \times (D/2))$ be a subset of indexes that correspond to the observed entries of embedding matrix $V$. The projection operator of matrix $V$ onto an index subset $\Omega$ is given by:

$$[P_{\Omega}(V)]_{ij} = \begin{cases} V_{ij} & \text{if } (i,j) \in \Omega \\ 0 & \text{if } (i,j) \in \Omega^c \end{cases}. \tag{6}$$

where $\Omega^c$ is the complement of $\Omega$. In Algorithm III-C, $\hat{Y} \in \mathbb{R}^{(T \times F) \times C}$ is the recovered mask for T-F bins and rows of $B \in \mathbb{R}^{C \times d}$ are the centroids of the clusters. $\hat{Y}^{(m)}B^{(m)}$ in Algorithm III-C indicates the matrix multiplication, with the resulted matrix of size $\mathbb{R}^{(T \times F) \times d}$ and each row of which is filled with the corresponding k-means centroids. To sum up, this algorithm iteratively fills the missing values of rows of $V$ and then perform k-means clustering until convergence. We exploit this algorithm to verify the robustness of our proposed model when videos of certain speakers are missing.

IV. EXPERIMENTS

In this section, we first carry out experiments on 2-speaker and 3-speaker mixtures to illustrate the performance improvement brought by our proposed AVDC model compared with previous state-of-the-art methods. We also train and test our model in unmatched conditions (i.e., the training and testing mixtures have different number of speakers) to verify its flexibility in generalization. We also quantitatively and qualitatively show the benefits of the proposed two-stage audio-visual fusion strategy in obtaining high performance for both same-gender mixtures and different-gender mixtures. The final experiment shows robustness of AVDC model against partially missing visual information in the videos.

A. Datasets

We make use of the 2-speaker mixtures and 3-speaker mixtures of the GRID [53] and TCD-TIMIT [54] datasets to illustrate the effectiveness of our proposed method.

1) GRID Dataset: The GRID [53] dataset provides both audio and visual data useful for audio-visual speech separation research [13], [15]. This dataset contains 34 speakers and each of them has 1000 frontal face video recordings. Each video has a duration of 3 seconds with a frame rate of 25 frames per second (FPS). We use its high-quality version with an image resolution of $720 \times 576$ pixels (height $\times$ width). The corpus has a relatively small vocabulary since it contains only 51 different words. In our experiments, we exclude Speakers ‘s8’ and ‘s21’, as many files of ‘s8’ are not well recorded (these files only contain around 0.3 seconds videos) and there is no video data for ‘s21’. This results in a total of 17 male speakers and 15 female speakers. We randomly select 3 males and 3 females to construct a validation set of 2.5 hours and another 3 males and females for a test set of 2.5 hours. The rest of the speakers form the training set of 30 hours. To construct a 2-speaker mixture, we randomly choose two different speakers, mix their audio at a random Signal-to-Noise Ratio (SNR) between 0 dB and 5 dB as in [16], [17] and put their videos side by side. It is worth to mention that we balance the amount of same-gender mixtures and different-gender mixtures during the data generation process.

2) TCD-TIMIT Dataset: TCD-TIMIT is another audio-visual speech dataset [54] commonly used in audio-visual speech separation research [12], [15]. We use the frontal-face videos from the 59 volunteers in the dataset, which are comprised of 32 males and 27 females. Each speaker reads 98 sentences from the TIMIT [55] corpus, resulting in durations of around 5 seconds for each video. All of the videos have a resolution of $1920 \times 1080$ pixels with a frame rate of 29.97 FPS. We randomly select 6 males and 5 females to construct a validation set of 2.5 hours and another 6 males and 5 females for a test set of 2.5 hours. The rest of the speakers form the training set of 30 hours. The generation process is similar to that of the GRID dataset.

3) Data Preprocessing: All audio recordings are downsamped to 8 kHz to compute the Short Time Fourier Transform (STFT) with a window size of 32 ms and a hop size of 8 ms without zero padding. This gives us $F = 129$ frequency bins in the spectrogram in Section III. The log-amplitude spectrogram $X_{\text{log}}$ is used as the input to the AVDC model as shown in Figure 1. We build the IBM ($\hat{Y}$) by setting the mask value of the dominant source to 1 in each T-F bin. This data preprocessing process is similar to those in [16], [34].

Mouth areas in the videos are detected with the Dlib library [56]: For the GRID dataset, mouth areas have a size of $80 \times 120$ while for TCD-TIMIT dataset, it is $150 \times 225$ ($H \times W$). We employ the Python implementation\(^1\) of the Coarse2Fine [57], [58] algorithm for optical flow extraction. For gray images, we find that the stack of 3 consecutive images ($N = 3$) achieves the best performance. We set $D = 40$ for the T-F embedding.

\(^{1}\text{https://github.com/pathak22/pyflow} \)
matrices $V, V^a$ and $V^{av}$. We normalize each log-amplitude spectrogram to zero mean and unit standard deviation, where the mean and standard deviation are computed across all the T-F bins of the log-amplitude spectrograms of the training data.

For gray images, the pixel intensities are first rescaled to the range of 0 to 1 [41]. We then compute the mean and std for each pixel across all the training data independently, resulting in a mean and an std image of the same size with the gray images [47]. Gray images are then normalized with the computed mean and std. Since the optical flow data have two channels, we compute the mean and std for each channel across all the training data, resulting in the global mean and std with size $1 \times 1 \times 2$, representing the statistics of vertical and horizontal axis, such mean and std for optical flow data perform the best in our model. Both channels of the optical flow data are then normalized to zero mean and unit std.

B. Baselines and Evaluation Measures

For the “audio-only” baselines, we use the DC model [16] and the uPIT model [18], which are the state of the arts. We use our own implementations and follow [17] and [18] to exploit their optimal structures. The finally adopted structure of the DC model is comprised of four BLSTM layers, each having a hidden size of 300 while that of the uPIT model is comprised of three BLSTM layers, each having a hidden size of 896 units. All models are trained by the Adam algorithm [59] with a learning rate of $\lambda = 0.001$, we stop training if the loss on the validation set does not decrease for 5 epochs in succession.

For audio-visual baselines, we compare with our previous approach AV-Match [14], which was designed to fix source permutation errors in audio-only separation using audio-visual match as post-processing. Since this method can not be easily generalized across different numbers of speakers, we only report its performance on the 2-speaker case. We also compare with two other state-of-the-art audio-visual methods, Look-to-Listen [12] and Noise-Invariant [15], however, since we have no access to their code, we simply use their reported results in the 2-speaker case. For the “audio-only” baselines, we use the DC model [16] and the uPIT model [18], which are the state of the arts. We use our own implementations and follow [17] and [18] to exploit their optimal structures. The finally adopted structure of the DC model is comprised of four BLSTM layers, each having a hidden size of 300 while that of the uPIT model is comprised of three BLSTM layers, each having a hidden size of 896 units. All models are trained by the Adam algorithm [59] with a learning rate of $\lambda = 0.001$, we stop training if the loss on the validation set does not decrease for 5 epochs in succession.

For audio-visual baselines, we compare with our previous approach AV-Match [14], which was designed to fix source permutation errors in audio-only separation using audio-visual match as post-processing. Since this method can not be easily generalized across different numbers of speakers, we only report its performance on the 2-speaker case. We also compare with two other state-of-the-art audio-visual methods, Look-to-Listen [12] and Noise-Invariant [15], however, since we have no access to their code, we simply use their reported results in the 2-speaker case. D / 2 performs the best among all the settings, we thus use it in all our following experiments.

It is interesting to notice that the optimal hyper-parameters are changing depending on the same-gender or different-gender condition, as observed in Tables I and II. One possible reason is that patterns of different-gender mixtures are more complicated than those of same-gender mixtures, thus given the fixed amount of training data, it is easier to encounter the overfitting problem when we increase the model complexity.

C. Hyper-Parameter Tuning

We carry out experiments on the GRID dataset to discuss how the hyper-parameters affect the performance of our proposed AVDC model. As shown in Tables I and II, we report the mean $\Delta SDR$ on different kinds of mixtures in both 2-speaker and 3-speaker settings. “Def” indicates the default assignment of the separated audio frames while “Opt” indicates that we apply the optimal permutation on the outputs of our model. In Table I, we inspect how the dimensions of our audio and visual vectors in the first fusion stage ($a_i$ and $v_i$) affect the separation performance. We vary this dimension Dim from 64, 128, 256, to 512, and find that Dim = 128 outperforms other settings by a large margin on different-gender mixtures. We thus set Dim = 128 in all our following experiments.

In Table II, we compare the separation performance of the AVDC model with different audio-visual T-F embedding dimensions. This hyper-parameter mainly affects the second-fusion stage. D / 2 = 20 performs the best among all the settings, we thus use it in all our following experiments.

D. Separation Results on 2-Speaker Mixtures

We compare the separation performance of the proposed Audio-Visual Deep Clustering (AVDC) method with baselines in Table III. In addition to the overall $\Delta SDR$, we report results on Female-Female (F-F) mixtures, Male-Male (M-M) mixtures and Female-Male (F-M) mixtures separately. Methods with a subscript “spk3” report results of the model trained on 3-speaker mixtures and evaluated on 2-speaker mixtures. This allows us to assess the generalization ability to different number of speakers of these methods. Methods with a superscript * show results when the optimal source permutation is used: For each time frame $t$, we select the permutation that has the highest correlation between the ground-truth mask $Y_t$ (IBM) and the predicted

<table>
<thead>
<tr>
<th>Table I</th>
<th>$\Delta SDR$ (dB) of the AVDC Model on the GRID Dataset With Different Audio and Visual Vector Dimensions Before the First-Stage Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Dim</td>
</tr>
<tr>
<td>---------</td>
<td>-----</td>
</tr>
<tr>
<td>Def</td>
<td>Opt</td>
</tr>
<tr>
<td>2-SPK</td>
<td>64</td>
</tr>
<tr>
<td>Mixtures</td>
<td>128</td>
</tr>
<tr>
<td>256</td>
<td>7.65</td>
</tr>
<tr>
<td>512</td>
<td>7.61</td>
</tr>
<tr>
<td>3-SPK</td>
<td>64</td>
</tr>
<tr>
<td>Mixtures</td>
<td>128</td>
</tr>
<tr>
<td>256</td>
<td>3.88</td>
</tr>
<tr>
<td>512</td>
<td>3.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II</th>
<th>$\Delta SDR$ (dB) of the AVDC Model on the GRID Dataset With Different T-F Embedding Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>Setting</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>2-SPK</td>
<td>D/2 = 10</td>
</tr>
<tr>
<td>Mixtures</td>
<td>D/2 = 20</td>
</tr>
<tr>
<td>3-SPK</td>
<td>D/2 = 10</td>
</tr>
<tr>
<td>Mixtures</td>
<td>D/2 = 20</td>
</tr>
<tr>
<td></td>
<td>D/2 = 30</td>
</tr>
</tbody>
</table>
TABLE III
COMPARISON OF SEPARATION RESULTS (MEAN±STD) ON 2-SPEAKER MIXTURES IN BOTH THE GRID AND TCD-TIMIT DATASETS. METHODS WITH A SUPERSCRIPT * SHOW RESULTS WHEN THE OPTIMAL SOURCE PERMUTATION IS USED. METHODS WITH A SUBSCRIPT "spk3" SHOW RESULTS OF THE MODEL TRAINED ON 3-SPEAKER MIXTURES BUT EVALUATED ON 2-SPEAKER MIXTURES

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>ΔSDR (dB)</th>
<th>SDR (dB)</th>
<th>SIR (dB)</th>
<th>SAR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F-F</td>
<td>M-M</td>
<td>F-M</td>
<td>overall</td>
</tr>
<tr>
<td>GRID</td>
<td>DC [17]</td>
<td>5.14 ± 0.91</td>
<td>4.05 ± 1.27</td>
<td>9.92 ± 0.48</td>
<td>7.72 ± 0.44</td>
</tr>
<tr>
<td></td>
<td>uPIT [18]</td>
<td>4.92 ± 0.60</td>
<td>4.68 ± 0.41</td>
<td>9.56 ± 0.57</td>
<td>7.60 ± 0.24</td>
</tr>
<tr>
<td></td>
<td>AV-Match [14]</td>
<td>6.96 ± 0.49</td>
<td>4.93 ± 0.95</td>
<td>9.80 ± 0.47</td>
<td>8.11 ± 0.45</td>
</tr>
<tr>
<td></td>
<td>AVDC</td>
<td>8.32 ± 0.54</td>
<td>6.15 ± 0.67</td>
<td>10.16 ± 0.49</td>
<td>8.88 ± 0.42</td>
</tr>
<tr>
<td></td>
<td>DCspk3</td>
<td>1.84 ± 0.70</td>
<td>1.64 ± 0.53</td>
<td>8.46 ± 0.68</td>
<td>5.69 ± 0.25</td>
</tr>
<tr>
<td></td>
<td>AVDCspk3</td>
<td>4.39 ± 0.98</td>
<td>4.08 ± 0.51</td>
<td>7.95 ± 0.80</td>
<td>6.41 ± 0.61</td>
</tr>
<tr>
<td>IBM</td>
<td>DC*</td>
<td>7.24 ± 0.51</td>
<td>5.30 ± 0.98</td>
<td>9.83 ± 0.43</td>
<td>8.30 ± 0.35</td>
</tr>
<tr>
<td></td>
<td>uPIT*</td>
<td>5.87 ± 0.50</td>
<td>4.79 ± 0.58</td>
<td>9.77 ± 0.46</td>
<td>7.82 ± 0.31</td>
</tr>
<tr>
<td></td>
<td>AVDC*</td>
<td>8.52 ± 0.48</td>
<td>6.43 ± 0.59</td>
<td>10.11 ± 0.47</td>
<td>8.95 ± 0.35</td>
</tr>
<tr>
<td></td>
<td>DCspk3</td>
<td>4.87 ± 0.77</td>
<td>3.69 ± 0.56</td>
<td>8.39 ± 0.55</td>
<td>6.64 ± 0.26</td>
</tr>
<tr>
<td></td>
<td>AVDCspk3</td>
<td>4.88 ± 0.85</td>
<td>4.30 ± 0.33</td>
<td>7.84 ± 0.74</td>
<td>6.47 ± 0.52</td>
</tr>
<tr>
<td>TCD-TIMIT</td>
<td>DC</td>
<td>5.09 ± 0.67</td>
<td>3.51 ± 0.76</td>
<td>9.98 ± 0.53</td>
<td>6.32 ± 0.38</td>
</tr>
<tr>
<td></td>
<td>uPIT</td>
<td>4.98 ± 0.27</td>
<td>4.03 ± 0.38</td>
<td>9.78 ± 0.32</td>
<td>6.37 ± 0.32</td>
</tr>
<tr>
<td></td>
<td>AVDC</td>
<td>6.73 ± 0.55</td>
<td>5.49 ± 0.97</td>
<td>9.91 ± 0.66</td>
<td>7.47 ± 0.35</td>
</tr>
<tr>
<td></td>
<td>DCspk3</td>
<td>4.14 ± 0.51</td>
<td>3.25 ± 0.58</td>
<td>9.62 ± 0.51</td>
<td>5.81 ± 0.28</td>
</tr>
<tr>
<td></td>
<td>AVDCspk3</td>
<td>5.12 ± 0.49</td>
<td>4.96 ± 0.64</td>
<td>8.30 ± 0.30</td>
<td>6.20 ± 0.26</td>
</tr>
<tr>
<td>IBM</td>
<td>DC*</td>
<td>6.92 ± 0.44</td>
<td>5.85 ± 0.61</td>
<td>9.85 ± 0.60</td>
<td>7.62 ± 0.45</td>
</tr>
<tr>
<td></td>
<td>uPIT*</td>
<td>6.03 ± 0.39</td>
<td>5.65 ± 0.58</td>
<td>9.66 ± 0.42</td>
<td>7.38 ± 0.46</td>
</tr>
<tr>
<td></td>
<td>AVDC*</td>
<td>7.40 ± 0.50</td>
<td>6.38 ± 0.65</td>
<td>9.78 ± 0.69</td>
<td>7.92 ± 0.46</td>
</tr>
<tr>
<td></td>
<td>DCspk3</td>
<td>6.20 ± 0.34</td>
<td>5.65 ± 0.60</td>
<td>9.63 ± 0.52</td>
<td>7.25 ± 0.38</td>
</tr>
<tr>
<td></td>
<td>AVDCspk3</td>
<td>5.79 ± 0.46</td>
<td>5.66 ± 0.73</td>
<td>8.19 ± 0.39</td>
<td>6.62 ± 0.31</td>
</tr>
<tr>
<td>IBM</td>
<td>15.97 ± 0.61</td>
<td>13.45 ± 0.67</td>
<td>15.01 ± 0.53</td>
<td>14.67 ± 0.39</td>
<td>15.06 ± 0.39</td>
</tr>
</tbody>
</table>

mask \( \hat{Y}_t \). This allows us to assess the relative significance of errors due to frame-wise separation or cross-frame source assignment.

Several interesting observations can be made from Table III. First, the proposed AVDC model outperforms the audio-based DC method and the uPIT method on both the GRID and TCD-TIMIT datasets. On the GRID dataset, AVDC achieves an improvement of 1.16 dB over DC on mean ΔSDR and 1.28 dB over uPIT. While on the TCD-TIMIT dataset, these improvements are 1.15 dB and 1.10 dB, respectively. By inspecting results on different types of mixtures, we can see that these improvements are more pronounced on same-gender mixtures: On GRID, the improvements over DC are 3.18 dB for F-F and 2.13 dB for M-M while those over uPIT are 3.4 dB for F-F and 1.5 dB for M-M. On TCD-TIMIT, the improvements over DC are 1.64 dB for F-F and 1.98 dB for M-M while those over uPIT are 1.75 dB for F-F and 1.46 dB for M-M. We suggest that this is because audio-only separation methods mainly leverage the differences of timbre information of speakers [16], [17], [37], which can be quite similar when they are of the same gender.

In this case, not only sources are more difficult to separate in each frame, but also the separated sources in different frames are harder to assign to the correct source consistently (i.e., permutation error).

When visual cues are introduced, the permutation errors can be greatly reduced, as the correlation between lip movements and acoustic features provides a natural cue for the assignment of separated sources. Indeed, when the ground-truth permutation is used in DC, leading to DC*, a big improvement of ΔSDR can be observed across types of mixtures and datasets. The result suggests that the uPIT method can better handle the “source permutation” problem: the improvements of uPIT* over uPIT on the GRID dataset are relatively small. However, when we test on the TCD-TIMIT dataset which has a more abundant vocabulary, the improvements of uPIT* over uPIT are still significant. The claim that AVDC helps address the source permutation problem can be further verified by comparing AVDC and AVDC*, which uses the ground-truth source assignment in each time frame. We can see that AVDC* only improves over AVDC slightly, suggesting that the source permutation problem is not a major issue anymore in AVDC.

When visual cues are introduced, separation errors not associated with permutation errors are also reduced. This can be seen by comparing AVDC* with DC* and uPIT*, where the ground-truth source assignment is used. We still see a significant improvement of mean ΔSDR when comparing AVDC* with DC* in same-gender mixtures (1.28 dB for F-F and 1.13 dB for M-M on GRID; 0.48 dB for F-F and 0.53 dB for M-M...
on TCD-TIMIT). This suggests that the introduction of visual information and audio-visual matching also helps learning better feature embeddings for clustering. When we compare AVDC* with uPIT* on both datasets, we observe even more significant mean ΔSDR improvements (2.65 dB for F-F and 1.64 dB for M-M on GRID; 1.37 dB for F-F and 0.73 dB for M-M on TCD-TIMIT). This suggests that though the uPIT method has advantages over the DC method in solving the “source permutation” problem, it is not as good as DC in improving the frame-wise separation performance.

Second, the proposed AVDC approach significantly outperforms three other state-of-the-art audio-visual approaches. The AV-Match [14] method is designed to fix source permutation problems in DC, hence its performance is bounded by DC*. As described earlier, AVDC not only fixes the permutation problem, but also learns better embeddings for clustering. The Look-to-Listen model [12] and Noise-Invariant model [15] report an average SDR of 4.1 dB and 0.4 dB on the TCD-TIMIT dataset respectively, while the proposed AVDC achieves 7.86 dB. In fact, both baselines seem very weak on the TCD-TIMIT dataset, as they even underperform the audio-only baselines, DC and uPIT. Since we have no access to the implementation nor result details of these two methods, we simply copied their reported SDR results on TCD-TIMIT from [12].

To make sure our comparison with Look-to-Listen [12] and Noise-Invariant [15] methods is fair, we checked the experimental setup for their reported results. However, we could not find details on how their test data was generated, nor did we know whether cross validation was employed as ours. Therefore, there could be a difference on the distributions of speakers, genders and utterances between their test data and ours. This makes a direct comparison on the overall results less rigorous; one may need to compare their reported results with the different types of mixtures of our results to partially mitigate this issue. Nevertheless, it is worth to mention that the Noise-Invariant method is speaker-dependent and it requires training a dedicated model for each speaker [15]. This gives it a disadvantage over AVDC and Look-to-Listen. On the other hand, it is also noted that the Look-to-Listen [12] model was trained on 2000 hours of video clips, about two orders of magnitude higher than our training set.

There are three possible reasons that the Look-to-Listen [12] model performs worse than our AVDC model: 1) the training data for Look-to-Listen model (which does not include TCD-TIMIT) might be too different from the TCD-TIMIT test data. 2) the two-stage fusion strategy of the AVDC model has an advantage over the single-stage fusion of Look-to-Listen, in terms of exploiting a balance between the audio-only branch and the audio-visual branch for separating different kinds of mixtures. It is also worth to mention that the entire network architecture of our proposed AVDC model does not depend on the number of speakers, hence it is easier to generalize across different numbers of speakers compared to the Look-to-Listen model. 3) the proposed AVDC method is able to generalize from 3-speaker-mixture training to 2-speaker-mixture testing. Although the performance degrades much from AVDC to AVDCspk3, by comparing DCspk3 with AVDCspk3, we see that the introduction of visual information still improves the performance in this unmatched condition. The uPIT [18] and AV-Match [14] baselines, however, cannot be easily generalized across different numbers of speakers. The Noise-Invariant [15] method is speaker-dependent, and the network design of Look-to-Listen [12] method is limited to train and test on the same number of speakers’ mixtures.

Last but not least, there is still a big gap between the best results (mostly achieved by AVDC*) and IBM. This suggests that there is a large room for learning a better feature embedding for source separation.

E. Separation Results on 3-Speaker Mixtures

Besides the experiments on 2-speaker mixtures, we also compare our proposed AVDC model with the DC model and the uPIT model on 3-speaker mixtures in Table IV. In addition to the overall ΔSDR, we report results on Female-Female-Female (F3) mixtures, Female-Female-Male (F2-M1) mixtures, Female-Male-Male (F1-M2) mixtures and Male-Male-Male (M3) mixtures separately. Similar to Table III, methods with a superscript * show results of models using the ground-truth frame-wise source assignment. Methods with a subscript spk2 show results of methods trained on 2-speaker mixtures but evaluated on 3-speaker mixtures.

Comparing the two tables, we can see that 3-speaker separation is much more difficult than 2-speaker separation, as the performance of all methods in all conditions drop significantly. Nevertheless, the proposed AVDC approach outperforms DC and uPIT on both datasets and all of the evaluation metrics. On GRID, the improvement of AVDC over DC in terms of mean ΔSDR is 1.45 dB while that over uPIT is 0.82 dB; For TCD-TIMIT, the improvement over DC is 0.86 dB while that over uPIT is 0.47 dB. Similar to the case of 2-speaker mixtures, the performance improvement mainly comes from the same-gender mixtures (e.g., improvements over DC being 1.98 dB for F3 and 1.97 dB for M3 on GRID and 1.16 dB for F3 and 2.03 dB for M3 on TCD-TIMIT).

It is also worth to mention that the permutation problem in 3-speaker separation is more pronounced as the number of possible permutations is larger; making the advantages of AVDC better shown, since one of its advantages is alleviating permutation errors through audio-visual matching. This can be observed by comparing the performance gap between DC-DC*, uPIT-uPIT* and AVDC-AVDC*: On the GRID dataset, the gap between DC and DC* is 2.80 dB for F3 mixtures and 2.16 dB for M3 mixtures, the gap between uPIT and uPIT* is 1.61 dB for F3 mixtures and 1.03 dB for M3 mixtures, which verifies uPIT’s advantage over DC in alleviating the permutation problem, while the gap between AVDC and AVDC* is further reduced to 0.71 dB and 0.54 dB, respectively.

On the other hand, when we compare AVDC* with DC*, we see a similar performance on the GRID dataset and a slight decrease on the TCD-TIMIT dataset. This suggests that the learned audio and audio-visual embeddings by AVDC are not better than the audio embeddings learned by DC for clustering. Reasons for this result are not clear yet. One possibility is that
the amount of 3-speaker mixtures in training is not sufficient to cover the various kinds of mixing situations. This hypothesis can be partially verified by comparing AVDC\textsuperscript{spk2} with DC\textsuperscript{spk2}, where only 2-speaker mixtures are used for training. With the same amount of training mixtures, a much better coverage of mixing conditions can be obtained on 2-speaker mixtures than 3-speaker mixtures. At the same time, a 0.61 dB and 0.47 dB improvement on the overall mean \( \Delta SDR \) is observed on GRID and TCD-TIMIT, respectively.

Finally, we inspect the generalization ability of the AVDC approach to different numbers of speakers. Comparing AVDC\textsubscript{spk2} with AVDC, we only see a slight decrease, but comparing AVDC\textsubscript{spk2} with DC\textsubscript{spk2}, we see a significant improvement on both datasets (1.91 dB mean \( \Delta SDR \) on GRID and 1.51 dB on TCD-TIMIT). This suggests that even in unmatched conditions, visual information shows great advantages for speech separation. Interestingly, AVDC\textsubscript{spk2} even outperforms DC on both datasets on all overall metrics.

### F. Ablation Study

The most significant difference between our method and previous approaches [12], [14], [15] is that our proposed model exploits a two-stage audio-visual fusion strategy which can better integrate information from both modalities, thus taking advantages of both the audio-only approach and the audio-visual approach. We verify our claim through ablation experiments on both datasets with 2-speaker and 3-speaker mixtures. For comparison, we delete the “Audio-Only Embedding” part of the AVDC model in Figure 3, and denote it as the “AVDC-WOA” model in Figures 5 and 6.

Figure 5 shows 5-fold cross validation results of \( \Delta SDR \) on 2-speaker mixtures as boxplots. There are two interesting observations. First, across all kinds of mixtures and both datasets, the proposed AVDC model significantly outperforms the AVDC-WOA model. This suggests that the integration of audio embeddings in the second-stage audio-visual fusion of AVDC significantly improves the separation performance. Second, on same-gender mixtures, the AVDC-WOA model significantly outperforms DC, while on different-gender mixtures, it significantly underperforms DC. In fact, on different-gender mixtures, DC already achieves a similar performance as the proposed AVDC. This suggests that the audio-visual embedding learned in the first-stage fusion is only helpful for same-gender mixtures, where the source permutation problem is the major source of error. On different-gender mixtures, audio-visual matching is not that helpful for improving speech separation performance.

Figure 6 shows 5-fold cross validation results of \( \Delta SDR \) on 3-speaker mixtures. It shows a similar trend. The differences, however, are twofold: First, the performance gap between AVDC-WOA and AVDC is smaller on same-gender mixtures. This suggests that the source permutation problem is even more critical in 3-speaker mixtures than in 2-speaker mixtures.
more dominant in 3-speaker same-gender mixtures. Second, on different-gender mixtures (F2-M1 and F1-M2), both AVDC and AVDC-WOA are slightly lifted relative to DC, resulting in AVDC slightly outperforming DC while AVDC-WOA slightly underperforming DC. This, again, suggests that the source permutation problem weighs higher in 3-speaker different-gender mixtures than the 2-speaker different-gender mixtures; after all, there are always two speakers with the same gender.

An interesting observation in Figures 5 and 6 is that for different-gender mixtures, the AVDC-WOA model underperforms the DC model. This is less intuitive as one would expect that although integrating audio and visual information may not improve the separation performance over audio-only methods, it would not degrade the performance either. We argue that a possible explanation for this is that the audio-visual embeddings that the AVDC-WOA model learns are helpful for solving the “source permutation” problem in audio-only methods. However, such embeddings may contain noisy and misleading correlations between audio and visual features and may degrade single-frame separation performance. An extreme situation is the ventriloquism effect, where the correlation is entirely misleading for separation. When the “source permutation” problem is not
significant, as for different-gender mixtures, the advantages of AVDC-WOA are overtaken by its disadvantages and the performance drops from audio-only methods. It is noted that the proposed AVDC model, however, addresses the disadvantages of AVDC-WOA, through the second-stage fusion of audio and visual information.

We further explain this phenomenon in Figure 7. Each dot in Figure 7 represents a mixture in the test set of the GRID dataset. The x-axis is the difference of $\Delta SDR$ between DC* and DC. It indicates the degree of the permutation errors of the DC model: bigger $\Delta SDR$ values indicate more significant permutation errors. The y-axis is the difference of $\Delta SDR$ between AVDC-WOA and DC. It indicates the improvement due to the integration of visual information in the first-stage fusion. We draw all the mixtures together in the top subfigure and only the F-M mixtures in the bottom subfigure. The top subfigure shows a strong distribution along the diagonal, suggesting that there are many permutation errors in DC, and AVDC-WOA is able to improve separation performance in these cases. The bottom subfigure, however, does not show many points on the positive range of the x-axis; The DC model does not encounter many permutation errors for F-M mixtures and the AVDC-WOA model does not improve over DC. In fact, we find that AVDC-WOA performs worse than DC on about 55% of the F-M mixtures.

Similar observations can be made from Figure 8, where the x-axis has the same meaning as that of Figure 7. In this figure, we first draw the histogram of all the F-M mixtures with a bin size of 0.1 dB and show the percentage of each bin on the left y-axis. Then we compute the average $\Delta SDR$ value of the mixtures in each histogram bin and show them as the red line (right y-axis). Similarly, we also show the average $\Delta SDR$ of the mixtures in each histogram bin as the blue line. We have three interesting observations from this figure: First, as can be seen from the histogram, the gap between DC* and DC for more than 72% of the F-M mixtures is below 0.1 dB, indicating that permutation errors are not significant for different-gender mixtures. Second, the negative part of the histogram and the red line indicate that when the audio-only DC model has excellent separation performance ($\Delta SDR$ values around 10 dB), optimal assignment across separated frames often deteriorates the final separation results (as $\Delta SDR < \Delta SDR$). Under such circumstances, the integration of visual information also often degrades the final separation performance. Third, the positive part of the histogram and points show that when there are significant permutation errors ($\Delta SDR > \Delta SDR$), the $\Delta SDR$ value drops significantly and the improvement of $\Delta SDR$ from DC to AVDC-WOA increases consistently, indicating that visual information helps alleviate source permutation errors. However, the DC model only show significant permutation problems on 33% of the F-M mixtures, resulting in the phenomenon that the AVDC-WOA model has worse average performance than the DC model in general on F-M mixtures.

G. Speaker-Wise Audio–Visual T–F Embeddings

After the second-stage fusion, the final T-F embedding matrix of our model is a concatenation of two matrices: The audio-only
embedding matrix (same as that of DC), and the audio-visual embedding matrix obtained after the first-stage audio-visual fusion. To further analyze the proposed model, in this section we visualize these audio-visual embeddings. It is noted that these embeddings are speaker-dependent; each embedding captures the audio-visual correspondence for a specific speaker in the mixture. Therefore, each embedding should show a 2-cluster clustering effect differentiating the target speaker from all the other speakers. The Principal Component Analysis (PCA) visualization on a 3-speaker mixture in Figure 9 indeed shows this phenomenon. This is an F3 (3-female) mixture from the test set of the GRID dataset. The AV embeddings are calculated by passing the AV data of the mixture through the trained 1-stage of the network. Although each speaker goes through the same network, their resulted embeddings are different. In Figure 9, each of the first three subfigures shows the PCA on 2 dimensions of a speaker’s embedding vectors of all T-F bins. Each subfigure clearly shows a 2-cluster clustering effect, where the target speaker is separated from the other two speakers that are essentially mixed up. The last subfigure, on the other hand, performs PCA on the combined (concatenated) embedding vectors of all of the 3 speakers. It can be seen that all of the 3 speakers are well separated. This analysis provides further evidence showing that the AV embeddings help separate mixture audio into source components and consistently assign source components to correct sources.

H. Partially Observed Videos

In this section, we evaluate the robustness of our proposed model when only partial visual information is observed. To perform clustering on embedding vectors with missing dimensions, we exploit the k-POD algorithm as described in Algorithm III-C. For 2-speaker mixtures, we randomly select one speaker and occlude the speaker during the middle third segment of each video. The results on these mixtures are denoted as AVDC\textsubscript{occ1} in Table V. For 3-speaker mixtures, we create two kinds of partially observed videos. The first kind, denoted as AVDC\textsubscript{occ1} in Table VI, is to randomly select one speaker and to occlude the speaker in the middle third segment of the video; While the second kind, denoted as AVDC\textsubscript{occ2}, is to randomly select two speakers and to occlude both speakers in the middle third segment of the video. The audio is not altered in these videos.

As shown in Table V, when one speaker’s visual information is partially missing in the 2-speaker mixtures, the separation performance drops for the same-gender mixtures. On GRID, the mean ΔSDR decreases by 0.96 dB, while on TCD-TIMIT it decreases by 1.00 dB. For different-gender mixtures, however, the...
performance only drops slightly (0.16 dB on GRID and 0.28 dB on TCD-TIMIT). This again verifies that visual information is specifically effective for same-gender mixtures. Moreover, it is worth noting that for these partially observed videos, the proposed AVDC model still outperforms the audio-only DC model.

Table VI shows results on 3-speaker mixtures with partial visual information. On the GRID dataset, we observe a slight decrease when one speaker is partially missing (AVDC_{occ1}). The decrease is more significant when two speakers are missing (AVDC_{occ2}), but the performance is still significantly higher than DC, especially for same-gender mixtures. On the TCD-TIMIT dataset, when we occlude one speaker (AVDC_{occ1}), we observe a similar $\Delta SDR$ with the DC model; When two speakers’ videos are occluded (AVDC_{occ2}), $\Delta SDR$ drops dramatically. We suggest that the different behaviors on the two datasets are due to the phonetic richness of the datasets. When the dataset is phonetically rich such as the TCD-TIMIT dataset, visual information plays a more important role in speech separation, and if missing, a more significant drop will be observed on the separation performance.

**V. Conclusion**

In this paper, we proposed an Audio-Visual Deep Clustering model for speaker-independent speech separation. The proposed two-stage audio-visual fusion strategy learns speaker-wise audio-visual T-F embeddings in the first stage. It then concatenates the audio-visual embeddings and audio embeddings in the second stage for T-F clustering. The proposed method outperforms the audio-only deep clustering and uPIT approaches and three other state-of-the-art audio-visual approaches in our experiments. The proposed model shows flexibility in generalization across different numbers of speakers between training and testing. It also shows robustness against partially missing visual information in the videos. Future work includes the expansion of the dataset for training and testing to include speech recordings with more natural and rich poses and speech contents.
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