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E CHO IS THE PHENOMENON IN WHICH A DELAYED 
and distorted version of an original sound or signal is reflected 
back to the source. In this article, we review practical echo can- 
cellation techniques-in particular, those used in telecommu- 
nications. 

The theoretical basis for echo cancelers is in the field of 
adaptive filtering. This field has been extensively studied for 
the past few decades, and practical adaptive echo cancellation 
was well conceived by the mid-1960s [I]  [2]. After that, in the 
1970s, several organizations evaluated the subjective trans- 
mission quality of the echo canceler [3] [4]. However, due to 
the intensive processing required, widespread implementation 
had to wait for advances in Large-scale Integration (LSI). The 
first practical Very Large-scale Integration (VLSI) echo 
canceler appeared in 1980 [5], and rapid improvements in per- 
formance and functionality and reduction in cost and size en- 
sued. 

The theoretical basis for echo cancelers 
is in the field of adaptive filtering. 

The scope of echo cancellation has also broadened. Begin- 
ning with the original concept of canceling adverse echo in 
long-haul voice frequency links, echo cancelers have found 
wide use in full-duplex data transmission over two-wire cir- 
cuits [6] [7] and are now being applied to control echo and howl 
in electronic conferencing applications. 

This article first examines the various situations in which 
echoes are generated. Then, echo path modeling techniques 
and adaptive algorithms for coefficient control are reviewed. 
Current international standardization activities are discussed 
after that, and echo canceler implementation considerations 
are stated. 

Basic Principle 
Echoes arise in various situations in the telecommunica- 

tions network and impair communication quality. 
Figures 1 and 2 are examples of how an echo canceler is 

placed within a network. 
In Figure 1, echo is generated at the hybrid transformer 

used for two-wire-to-four-wire conversion. An end-to-end con- 

0 163-6804/90/000 1-0049 $0 1 .OO 1990 IEEE 

nection of the current telephone network consists of both two- 
wire links, as in a subscriber loop, and four-wire links, as in a 
long-haul repeatered link. A hybrid transformer is used at the 
connection point, and due to imperfect impedance matching, 
echoes are generated as shown. An echo canceler placed on the 
four-wire side combats these echoes. 

Figure 2 illustrates acoustic echo. This echo results from the 
reflection of sound waves and acoustic coupling between the 
microphone and loudspeaker. This echo disturbs natural dia- 
log and, at its worst, causes howling. Voice switches and direc- 
tional microphones have been conventional solutions to these 
problems, but have placed physical restrictions on the speaker. 

For either type of echo, acoustic or electronic, the echo 
canceler first estimates the characteristics of the echo path, 
then generates a replica of the echo. The echo is then subtract- 
ed from the received signal. Adaptive Digital Filtering (ADF) 
is required to obtain a good echo replica, since the echo path is 
usually unknown and time-varying. 

Table I shows some echo canceler applications. 

Basic Filter Structures and Algorithms 
The echo canceler must accurately estimate the echo path 

characteristic and rapidly adapt to its variation. This involves 
the selection of an adaptive filter and an algorithm for the ad- 
aptation. The best selection depends on the particular applica- 
tion and on performance requirements. In this section, various 
alternatives for this selection are outlined. 

Filter Structures 
Figure 3 lists various filter structures that are of practical 

importance, and Table I1 summarizes their characteristics. 
A(Z) and B(Z) are polynomials of Z having the coefficients {ad 
and {bj. These coefficients are adaptively controlled for maxi- 
mum echo cancellation. 

The adaptive Finite Impulse Response (FIR) filter shown in 
Figure 3(a), also referred to as a tapped delay line, is by far the 
most widely used. The convergence property of the coefficients 
to the optimum value is well understood [8] [9]. The major 
drawback is that as the echo duration becomes longer, the 
number of taps increases proportionately and the convergence 
speed decreases. For telephone speech transmission, the echo 
duration is usually several tens of ms; thus, the required num- 
ber of taps is on the order of several hundred, which is within a 
manageable range. For the acoustic echo cancelers used in tele- 
conferencing systems, echoes are generated by sound waves 
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Table 1. Echo Canceler ADE 

1. Hybrid transformer 
impedence mismatch 

2. Sound-wave reflection 
and acoustic coupling 

:ations 

Voice communication 
Long-haul transmission 

Data communication 

transmission 
Voice-band full-duplex data 

Baseband full-duplex data 
transmission 

Speakerhnicrophone system 

with a much longer propagation delay, and the number of re- 
quired taps is one order of magnitude larger. FIR implementa- 
tion meets some difficulty in terms of both performance and 
hardware complexity for this case. 

Research is currently going in several directions in an at- 
tempt to find new filter structures that reduce complexity and 
improve performance. One approach is to adapt Infinite Im- 
pulse Response (IIR) filters [ 10- 121. The rationale behind the 
IIR is that if the echo path can be better modeled by a combina- 
tion of zeros and poles, then the IIR is more suitable. The key 
points here are to guarantee stability by confining the poles 
within the unit circle and to obtain an unbiased estimate of the 
coefficients that provide the optimum global performance. 

Figures 3(b) and 3(c) show two different formulations of 
adaptive IIR echo cancellation. In the first configuration, 
called the serial-parallel structure, pole adaption is achieved, 
essentially in the all-zero domain, by adding a parallel adaptive 
FIR filter. Thus, the well known adaptation procedure for FIR 
can be applied. The coefficients of the parallel filter are then 
copied to the all-pole filter in the serial path. However, it is 
known that the convergent coefficient values do not necessari- 
ly coincide with the optimum. The structure in Figure 3(c) is a 
more direct formulation. In this structure, convergence charac- 
teristics are not affected by near-end noise, but there is a possi- 
bility of convergence to the local minimum. Convergence 
speed is very slow and stability testing is required. Although 
the potential of the IIR filter seems to be great, much more 
study is needed before it becomes practical. 

Another promising approach is to convert signals to the fre- 
quency domain using the Discrete Fourier Transform (DFT) 
and carry out echo cancellation in the frequency domain [ 131 
[ 141. Convolution for a block of time-domain signals becomes 
simply coefficient multiplication, substantially reducing com- 
plexity. Figure 3(e) shows an example in which an echo 
canceler is provided for each frequency bin. 

In the FIR filter, convergence is the fastest for white (uncor- 
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Fig. 1. Echo generation at hybrid transformers. 
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related) signals, and the rate decreases for colored (correlated) 
signals. This can be a serious problem for FIR filters with voice 
input, particularly when a large number of taps is required. In 
such a case, the use of a white noise training signal must be con- 
sidered. 

To circumvent this problem, a lattice-type pre-filter, as 
shown in Figure 3(d), has been proposed [9] [15] [16]. The 
weighted sum of signals obtained at each stage of the lattice 
gives the echo replica. The weights are the filter coefficients, 
adapted in the same way as for the FIR filter. In effect, the lat- 
tice whitens the input signal so that rapid convergence is ob- 
tained. 

Another interesting type of echo canceler consists basically 
of memory, as shown in Figure 3(f). This structure is suitable 
for data transmission, especially when the echo duration is 
short. Echo replicas corresponding to each sequence of trans- 
mitted data are stored in memory. Therefore, it is not neces- 
sary to compute the echo replica; just read it out of memory, 
using the data sequence as the address. This structure has an 
advantage in that nonlinear effects in the echo path can also be 
included, since table look-up is not restricted to linear func- 
tions. But the required amount of memory grows exponentially 
as the data sequence size become large; hence, it is not suitable 
for long echo durations. A typical application is in digital sub- 
scriber loop transmission for ISDN access. 

Adaptation Algorithm 
There are two basic categories of algorithms for echo 

canceler shown in Table 111. 
The first algorithm is called the Least Squares (LS) algo- 

rithm. Based on the information of the past reference signals 
and the corresponding echoes, this algorithm determines the 

I 1 

fiig. 2. Acoustic echo canceler. 
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coefficients that minimize the squared error summed over 
time [ 17-1 91. To gradually fade out the past data and enable fi- 
nite dimension arithmetic, exponentially decreasing weights 
are sometimes assigned to the past errors. 

For simplicity, the algorithm will be described for the adap- 
tive FIR Filter in Figure 1. The echo replica z(j) can be express- 
ed using the reference xu) as follows: 

1 = 0  

where [hi(j)] is the estimate of the echo-path impulse response 
at timej. N denotes the tap length. Denoting the received echo 
signal as yo)), the estimated error eo) becomes 

N - 1  

where ci is the unknown echo impulse response. 
In the LS algorithm, the criterion function D(j) is defined as 

e = - m  

The tap coefficients are adapted to minimize DO), with weight- 
ing function w(j - 1) taken as an example, as follows: 

(4) 

This weighting function smooths out the influence of the ast 
data. Taking the derivative of DO) with respect to hi& 1 = 
O,l, ..., N - 1}, and setting it equal to 0, the following matrix 
equations are obtained: 

(5 1 

w(e) = ( I  - A ) ~  , o A < I 

H ( j +  I )  = H ( j ) +  A R - J ( . j ) X ( j ) e ( j )  

R ( j ) = ( I  - A ) A ( ~ -  z ) + . ~ ~ ( j ) x ' ( j )  (6) 

Here, H(j + I) is the coefficient vector of the adaptive filter, 
X(j) is the input signal vector, and R(j) is the autocorrelation 
matrix of XO). 

The advantage of this algorithm is fast convergence, irre- 
spective of the correlation characteristics of the input signals. 
However, obtaining the optimum coefficient value involves 
computation of the inverse matrix and results in complex im- 
plementation. There are several algorithms proposed to sim- 
plify this computation, such as the Fast Kalman method [20], 
but we will not go into too much detail here. 

The other adaptation algorithm category is the Least Mean 
Squares (LMS) algorithm [8]. Here, the criterion function is 
taken to be the expected value of the squared error, and the 
taps are adapted according to the stochastic steepest descent al- 
gorithm. The criterion function can be expressed as 

D ( j )  = E'le'?(j)l (7 1 

For practical reasons, the instantaneous value of the 
squared error is used in place of Equation (7) and the coeffi- 
cients are controlled using its derivative with respect to the tap 
coefficients. It turns out that convergence can be proved for 
such an approach [21]. Using Equation (2), 

Therefore, the recursive tap coefficient adaption becomes 

with p being a constant. 
The value of p plays an important role in determining the 

convergence speed, stability, and residual error after conver- 
gence. For a larger value of p, the convergence becomes faster, 
but it results in a larger residual error and is more prone to in- 
stability. Moreover, the effect of p depends on the signal power 
level. To overcome this last problem, a modification to Equa- 
tion (9) is quite effective, where the correction term is norma- 
lized by the input signal power. This method is called the 
Learning Identification (Normalized LMS) method [22], and 

F I R  

Serial- 
parallel 

Parallel 

Lattice 

Frequency-domain 
structure 

Echo replica 
memorization 

Basic structure. - In the LMS algorithm, the numbers for operation and convergence 
speed are approximately proportional to the tap length. - The same adaptation algorithm as in the FIR structure can be used. 
In general, stability testing is required. - Performance is limited by near-end noise. 

The convergence characteristic is not affected by near-end noise. 
There is a possibility of convergence to the local minimum. 
Convergence speed is very slow. 
Stability testing is required. 
Convergence speed is fast because input signal is orthogonalized. 
Stability testing can be easily done. 
LMS algorithm is not suitable to this structure when the input 

A transform operation is required. 
The required number of operations is small. 
The echo canceler is provided to each frequency bin. 

Nonlinearity of the echo path can be canceled. 

, 
1 signal changes rapidly. 
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total size. Assuming a tap length of 5 12, the required multipli- 
cations rate becomes 

512 x 2 x 8 kHz = 8.2 x lo6 multiplications/s. 
The required memory amounts to 1,024 words, or 512 

words each for data and coefficients. The processing require- 
ments can easily be met using a single VLSI chip with a multi- 
plying time of 100 ns. 

To realize a practical echo canceler, many peripheral func- 
tions need to be implemented. Double-talk control is necessary 
to prevent erroneous adaptation when both parties on the line 
talk at the same time, since the other party's voice can be mis- 

Least Squares 
(LS) method 

Calculation of tap coefficients, which minimize 

Fast convergence speed independent of input 
the squared error summed over time 

signal 
Large computation number 

Least Mean 
Squares 
(LMS) method 

Standardization Activities 

- Gradient tap adjustment to reduce the 
estimate of error 
Convergence speed dependent on input signal 
Small computation number 

Since echo cancelers influence the quality of telephone con- 
nections, particularly for circuits employing satellite links, per- 
formance requirements and evaluation methods have been 
studied by such international standards bodies as CCITT. 

CCITT Recommendation G. 165 [24] outlines the basic re- 
quirements for echo cancelers used in telephone circuits. The 
prime objective here is to specify the maximum residual echo 
level, L,. L ,  is a function of the input signal level, as shown 
in Figure 4, and includes the echo suppression effect on the hy- 
brid as well as the echo cancelers. G. 165 also specifies that the 
convergence time must be less than 500 ms. The convergence 
here is defined to be the state in which L ,  is 27 dB below the 
reference signal level. G.165 includes other items such as ini- 
tial setup time and degradation in a double-talk situation, i.e., 
the situation in which both parties talk at the same time. 

CCITT has also studied acoustic echo cancelers [25]. Since 
their performance depends heavily on the acoustic environ- 
ment, the recommendation covers the reverberation character- 
istics of the conference room as well as echo cancellation and 
other performance requirements. 

Due to the complexity and diversity of echo cancellation 
quality specifications, work towards a more thorough defini- 
tion continues. 

Implementation of Echo Cancelers 
Echo Cancelers for Telephone Circuits 

As described earlier, FIR implementation is widely used for 
this application since the echo duration is rather short-on the 
order of 10-60 ms. The sampling rate being 8 kHz, the re- 
quired number of taps is below 500, and the LMS algorithm 
can be conveniently used for adaptation. 

The required computation for each tap is one multiplica- 
tion and one addition for the convolution, and one multiplica- 
tion and one addition for the recursive coefficient update of 
Equation (9). The multiplication by p can be regarded as com- 
mon overhead. Since multiplications take up most of the hard- 
ware, the additions can be ignored for a rough estimation of the 

t xti) 
(a) FIR structure 

Yti) 

+y+$Ir- I-B(Z) 

4.3 

(b) IIR (serial-parallel) structure 

s I-B(Z) 

L xti) 
(c) IIR (parallel) structure 

ww..lsv 
XU) 

DFT: Discrete Fourier Transform 
ADF: Adaptive Digital Filter 
IDFT: Inverse DFT 

(e) Frequency-domain structure 

X C )  

(f) Memory-type structure 

Fig. 3. Adaptive digital Jilter structures. 
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Key: 
Lreo: Echo residual level 
L,in: Input level 

(a) With nonlinear processor 

dRmO 
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(b) Without nonlinear processor I 

Fig. 4. Required echo residual levels vs. input levels. 

interpreted as an echo. A center clipper is used to remove the 
low-level echo signal caused by line noise, codec quantization 
error, etc., which cannot be canceled by the echo canceler. This 
function is disabled when the send signal exists. A tone disabler 
must also be provided to facilitate full-duplex data transmis- 
sion over voice channels. This disconnects the canceler by a 
tone indication signal sent prior to data transmission. These 
miscellaneous functions can be integrated on the same chip 
with the main canceler (261 [27], or can be separately realized 
by a general-purpose signal processor [28]. A hardware config- 
uration example for the latter case is shown in Figure 5. Echo 
cancelers for three channels are commonly controlled by a sin- 
gle DSP. 

Echo Cancelers for Full-Duplex Data 
Transmission over Voice Channels 

Full-duplex data modems, such as the one specified in 
CCITT Recommendation V.32 [29], require echo cancelers to 
be placed at the line interface where hybrids connect the 
modems to two-wire loops. A considerably higher level of echo 
cancellation is required as compared to telephone applica- 
tions. Since the received signal can be about 40 dB below the 
transmitted signal level, the echoes must be suppressed to 
about 70 dB to obtain the necessary signal-to-noise ratio of 30 
dB. Therefore, high-precision arithmetic (usually more than 24 
bits) is needed. 

Far-end echo due to the far-end hybrid must also be taken 
into account. In this case, the echo delay depends on the entire 

LSI-EC General- 
Purpose (Channel 1) Codec Line 

(MB 8764) Common F] Bus rF[ LSI-EC 

Telephone 

(Channel 2) Codec 

LSI-EC 

Fig. 5. Echo canceler for three-channel processing 

length of the connection, which in some cases includes a satel- 
lite link. Therefore, two echo cancelers, one for the near-end 
echo and another for the far-end echo, are required. Moreover, 
careful design is needed to prevent undesirable interference 
with automatic equalizers. Figure 6 shows an example of a 
modem configuration employing full-duplex transmission. 

The echo cancelers for this application are normally imple- 
mented with high-performance digital signal processors to- 
gether with the various data modulation-demodulation func- 
tions. 

Acoustic Echo Cancelers 
For this application, due to the long echo duration as de- 

scribed earlier, a straightforward FIR implementation requires 
more than 4,000 taps and results in a prohibitively complex 
hardware. 

One approach is to split the signal into several frequency 
bands and provide a separate echo canceler for each band (see 
Figure 7). Since the sampling rate can be reduced, both the 
number of taps and the coeficient update frequency can be re- 
duced proportionately. Hence, the total computational re- 
quirement decreases in proportion to .the number of split 
bands. Moreover, the tap adjustment can be done in each band 
independently and consequently, the convergence speed is en- 
hanced. The effect of residual echo at the band gap, however, 
prohibits more than four or eight bands [30]. An example of a 
two-band implementation is shown in Figure 8. This system 
covers an echo duration of 250 ms, with a speech bandwidth of 
7 kHz. The total system requires 22 digital signal processor 
chips [31] [32]. 

Other forms of filters, such as IlR and frequency domain fil- 
ters, are now being investigated. 

Roll-Off e+ 
D,A - - - I\ Filter 

Variable- 

r 1 Line 

Compensation 
of Frequency I 

Fig. 6. Echo canceler for full-duplex data transmission. 
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h 

Fig. 7. Sub-band acoustic echo canceler. 

Fig. 8. Acoustic echo canceler using two-band structure. 

Echo Cancelers for ISDN Digital 
Loop Transmission 

ISDN access requires 144-kbls full-duplex data transmis- 
sion over two-wire subscriber loops. The ANSI T1 committee 
has adopted a four-level 2B1Q code with a baud rate of 80 kHz 
for standard baseband transmission, and echo cancelers that 
operate with this scheme are required. 

This application is characterized by its much higher data 
rate as compared to voiceband applications. However, since 
the length of the subscriber loop is usually less than 7 km, the 
echo duration is limited to the order of 100 ps,  or equivalent to 
about an eight-symbol length. 

Therefore, either FIR or memory-type echo cancelers are 
being adopted. The echo cancellation requirement is similar to 
voiceband data applications and is about 70 dB. LSI imple- 
mentations using two to three chips are now emerging [33] 
1341. 

Conclusion 
This article presented an overview of the principle, struc- 

ture, and applications of echo cancelers. Echo cancelers for tel- 
ephone circuits, data transmissions, and ISDN digital loop 
transmission are now in the state of cost effective realization 
by using present VLSI technology. 

For the acoustic echo canceler, however, much more study 
is required to make the tracking speed fast and reduce compu- 
tational complexity. 

An echo canceler for a hands-free telephone in the mobile 
environment is expected to become important hereafter. Tech- 

niques of ADF in the echo canceler are also expected to be ex- 
tended to noise canceling, TV ghost canceling, and FM multi- 
path distortion cancellation. 
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